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Experimental Section 

Surface characterization and analysis: A Bruker Multi-Mode AFM was used in tapping mode 

to characterize the surface features of all surfaces. All samples were scanned immediately after 

the lift-off. The Rrms and PSD were analyzed by Nanoscope software automatically, while the 

bearing volume was analyze on sample image with 2µm x 2µm size. A Rigaku Ultima IV 

powder diffractometer were used to investigate the faceting of the substrate surface.  

Preparion of Self-Assembled Monolayers (SAMs): Self-Assembled monolayers were 

prepared as previously reported.1-5 Carboranethiols were dissolved in 200 proof ethanol to obtain 

1.5mM solution. A template-stripped Au surface was rinsed and dried with nitrogen gas and then 

placed into a vial containing 5ml carboranethiol solution. The solution and the substrate were 

incubated overnight under inert atmosphere.  

Measuring tunneling current: An EGaIn conical tip was prepared as previously reported 3, 4 

and was gently used to contact the monolayer forming a junction. The junction was swept with 

±0.5 V or ±1 V bias. Data analysis was performed using LAJA—a custom built, in-house, 

MATLAB code as previously reported.6 

Calculation of molecular properties (molecules in free space): The electrostatic potential 

(ESP) maps were calculated using the Gaussian software package.7 The geometries of the 3 

isomers were optimized using density functional theory at the B3LYP level with the 6-

311++g(2d,p) basis set. For comparison purposes, the complete basis set method (QBS-QB3) 

was also used and the dipole moments evaluated. Mulliken charges used for the electrostatic 

potential mapping were computed from the single point structures of the CBS-QB3 geometry at 

the Hartree-Fock level with the 6-31+G(d) basis set.  
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Background 

Molecular electronics offers the prospect to engineer wave-function, hence conductance, in small 

(nanometer-sized) devices through synthetic chemistry leading to, potentially, great advances in 

neoteric single-molecule electronic devices. This promise is driven by advances in synthesis that 

allow for control over stereo-electro-chemical properties of molecules. Self-assembled 

monolayers (SAMs) formed on metal surfaces have been used to study charge transport 

properties of a collection of ordered single molecules, which are commonly referred to as large-

area molecular junctions. The molecular junction can be simplified into resistors in series, where 

a typical eutectic gallium based junction consists of the resistance of the SAM (RSAM) and the 

contact resistance (RC). The charge transport rate is dependent on the length of the tunneling path 

(barrier width), which is related to the length of the molecule, while the mechanism of charge 

transport is dependent on the position of the molecules energy states relative to the vacuum 

(barrier height) and the Fermi level, EF, of the electrodes.8 The simplified Simmons equation 

(Equation S1) is commonly used to describe the rate of charge transport and highlights the need 

for a constant barrier width in a comparative study of electronic properties of the SAM; 

� = ������                           S1 

Where J (A/cm2) is the current density, J0 is the injection current, β is the decay constant, and d 

is the barrier width.  

This interdependence, we believe, has led to some ambiguities, especially across different 

platforms or groups. For example; several recent reports show an odd-even effect (in terms of 
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non-H atoms in the SAM) on the rate of charge transport through monolayers4, 5, 9 or organic 

field-effect transistors (OFETs)4, 5, 9, 10 while others do not.5, 11 Jiang et al.9 recently reported the 

origin of odd-even effect in tunneling rates across n-alkanethiolate SAMs, observing that the 

contact resistance is different between odds and evens. This variance indicates that the 

orientation of the top moiety affects the charge transport rate, to a small extent. Others, however, 

have indicated that a “small” perturbation to the electronic nature of the “saturated” molecules, 

such as H-bonding and polarity of the head group,11-13 anchoring group,14, 15 and backbone,3 has 

little or no observable effect on the rate of charge transport. These two sets of studies do not 

resolve the role of a moiety’s dipole in charge tunneling, the latter being complicated by 

associated changes in the SAM with changes in molecule-structure. 

Dipole moments have, however, been implicated in modifying the charge transport properties of 

SAMs manifesting in effects like rectification, quantum confinement or perturbing the overall 

rate of charge transport or associated mechanisms.16-18 Some of these phenomena is associated 

with the potential for molecular dipoles to significantly tilt the barrier allowing transition from 

direct tunneling to Fowler-Nordheim tunneling (Figure S1) and this bias-dependent behavior can 

be captured through transition voltage spectroscopy (TVS) as the transition voltage (VT) as 

shown below (Figure S1) 



S5 

 

 

Figure S1. Illustration of the transition from direct tunnelling to Fowler-Nordheim tunnelling at 

transition voltage. 

Charge transport across molecules is usually fitted to the simplified Simmon’s model a (Equation 

S1), and, in most case, the decay constant, β, is associated with barrier height ϕ, as in Eq. 2; 

		 = 2��
������
� �

��                                                           (2) 

Where m is the effective mass of an electron (0.9me; kg), α is a unitless fitting parameter for non-

rectangular barrier compensation, ħ is Plank’s constant divided by 2π (J·s), ϕ is the barrier height, 

qV is the energy level change due applied field.  

From this relation, we can infer that, at least under positive bias, β decreases as �� � ��
� )—since 

the magnitude of the effective energy barrier for charge injection at the metal-molecule interface 

decreases. This dependence is largely due to metallic orbitals and molecular orbitals coming into 

resonance. At the metal/molecule interface, significant band bending occurs due to Fermi-level 

pinning/ Charge Neutrality Level (CNL) alignment for weakly physisorbed molecule/metal 

interface.19-22 The case for chemisorbed interface is much more complicated, due to particle 

charge transfer across the bond, resultant surface dipoles, σ−σ* hyperconjugation, and 

delocalization of orbitals  between metal and molecules. 23, 24 It is therefore important to compare 
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current densities from equivalent positive and negative biases, or deploy isomorphic SAMs (no 

structural differences) where the decay parameter is not a necessary variable to consider as there 

are no height changes. 

Differences in tunneling rate can also be due to changes in total work function (surface potential), 

∆Φtotal, at the metal surface, which can be induced by chemical bond formation (∆Φchem), metal 

surface dipole/work function exchange (∆Φm,dipole) and molecular dipole (∆Φmol,dipole), as shown 

in Eq. S3;24 

ΔΦ����� = ΔΦ !"
 + ΔΦ
,�%&��" + ΔΦ
��,�%&��"                           (S3) 

Recent theoretical work reported by Mete et al.25 shows that the work function change of Au 

surface upon M1 deposition is negligible (an increase of 0.05eV), while the change of work 

function with M9 deposition is much more significant (a decrease of 0.70eV). Based on this 

observation, we can anticipate that there will be significant differences in charge tunneling when 

the junction symmetry plays a significant role or this change in the work function significantly 

tilts the barrier towards a change into classical physics based transport as opposed to direct 

tunneling where only the nature of the barrier plays a significant role. This difference in work 

function may also lead to differences in contact resistance or charge injection into the metal. 
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Figure S2. The raw data was analyzed by LAJA. a) The 3D histogram and, b) the Gaussian fit 
curve plots of tunneling current across M1, M9 and 1O2 carboranethiol derived junctions. 

 

 

 

 

Figure S3. The histogram of tunneling current at -0.5 V across three carboranethiol derived 
junctions. 
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Figure S4. The lag plots showing the current density at -0.5V for all junctions of M1. The 
outliers can be easily distinguished from the main part of the data. 

 

The lag plots show the current density measurements against the next measured current density. 

Here the lag plots show a linear correlations of the measured results. From this, we argue that 

there is no secondary effect (over time) during the measurements, such as oscillation of tip 

configurations.  
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Figure S5. The heap-map of charge transport data across M1 junctions before removing and 
after removing the outliers. The Gaussian mean values calculated from raw data and “purified” 
data show no significant differences. 

 

 

 

Table S1. Transition voltage of three molecules estimated at positive bias and negative bias.  

Transition 

voltage 

At positive bias 

[Vt(+)] 

At negative bias 

[Vt (-)] 

Ratio of 

[Vt(+)]/[Vt (-)] 

M1 0.50 0.93 0.54 
M9 0.43 0.74 0.54 
1O2 0.41 0.71 0.56 

 

From the F-N plot, the transition voltage can be estimated by replotting the 1st derivative of the 
F-N curves.  
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Figure S6. The F-N plots for three molecules for forward and reverse bias. There is distinct 
transition at forward bias at certain transition voltage (VT) for all molecules. For reverse bias, no 
distinct transition was observed from direct tunneling to F-N tunneling.  
 

 
Figure S7. The transition voltage of the junctions (M1, M9 and 1O2) shows significant 
difference at forward bias and reverse bias.  
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Table S2. The measured rectification ratio (RR) of current at +1V to that at -1V. 

 Gaussian mean Average 

M1 13.0x10^(±0.406) 13.7 ± 4.8 
M9 10.3x10^(±0.397) 9.4 ± 3.3 
1O2 6.4x10^(±0.337) 6.4 ± 2.1 

 

We estimated the ratio by comparing the Gaussian mean values of current density at +1V and at -

1V. RR= logJ(+1V)/logJ(-1V) We also estimated this through averaging the rectification ratio 

between +1V and -1V of each measurement traces. RR= Ave[J(+1V)/J(-1V)]. Those two method 

gives very similar average values, though the errors from these two methods are much more 

different. 
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Rectification in charge transport  

The alignment of the dipole with electron flow affects tunneling rates, and may also affect 

asymmetric charge transport across the barrier due to directional orientation of the dipole 

moment, that is; direction of low to high electron density may affect charge injection rates.19, 26, 27 

When the top-electrode is negatively biased, the direction of the molecular dipole in M9, for 

example, is misaligned to the flow of the current and as such charge injection is energetically 

uphill compared to 1O2 where the field gradient is aligned to the direction of the molecular 

dipole moment.16, 26, 27 Accordingly, M9 and 1O2 junctions with aligned dipoles are expected to 

rectify current, in the opposite directions, while for M1, the rectification should be negligible.  

One caveat with this observation is that the sensitivity of EGaIn top-electrodes to such subtle 

molecular changes has not been evaluated and neither is the role of non-bonding orbitals. 

Under ±1V applied bias, significant asymmetric transport was observed with higher currents at 

+1V. We observed that the rectification ratio was independent of the direction of the dipoles. The 

average rectification ratio across the three molecules was 14, 9 and 6 for M1, M9 and 1O2, 

respectively (Table S1). Unlike in previous studies with aromatic cores,16 carboranes- with their 

pseudo-aromatic structures, do not show a dipole-dependent trend in their rectification. The M1 

carborane shows larger rectification even though the dipole moment is orthogonal to the surface 

normal.  Since the rectification ratios are low, we exercise caution in their interpretation. To 

further delineate the effect of dipole on the charge tunneling characteristics of these cage 

molecules, transition voltage spectroscopy was obtained. Variance in transition voltage (VT) has 

been shown to correlate well with molecular dipoles for SAMs of similar barrier widths..28, 29 

The VT for all molecules was analyzed from F-N plots as previously reported (Figure S5).16 
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When the top-electrode is under a positive bias, higher currents were observed leading to 

rectification and so were the VT.30 Trends in VT mirror trends in the rectificantion ratios. 

 

Figure S8. The correlation between the dipole and the average rectification ratio (RR), its 

corresponding deviation (σRR) and the transition voltage show similar trends. 

 

 
Figure S9. Static contact angle of water on M1 and M9 formed on Au surface. The contact angle 

value is comparable to literature as advancing and receding contact angle.31 
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