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1. Determination of the assembly structures of MPc monolayers on the Si(111)-(√7×√3)-In 
surface. 

To clarify the assembly structures of MPc monolayers on the (√7×√3)-In surface, STM 

observations were performed at 4.6 K using a LT STM. In the following, the experimental result and 

the analysis are described in detail for CuPc. Although the sample bias voltages (Vs) needed to 

obtain clear STM images were different for the (√7×√3)-In surface and CuPc, comparison of Figs. 

S1a and S1b taken on the same area allowed us to determine the lattice orientation and the rotational 

direction of the individual molecules of CuPc monolayers. It was found that the principal axes of the 

molecular lattice were rotated by 45°from the [112̅] direction of the Si(111) surface, along which 

the parallel rows of the (√7×√3)-In surface run (see also Fig. 1d). Since the molecules are closely 

packed, the center-lobe direction (in-plane mirror axis of CuPc) is rotated by an angle of ~30° from 

one of the principal axes of the lattice. Consequently, it makes an angle of ~15° against the [112̅] 
direction. This observation was always the case as far as the molecular lattice was confined within a 

single domain region of the (√7×√3)-In surface. This suggests that the orientation of the molecular 

lattice is locked due to a good commensurability with the underlayer. Indeed, as schematically 

shown in Fig. S1c, the 3×2 unit cell of the (√7×√3)-In is equivalent to a rectangle with side lengths 

of 1.995 nm in the [112̅] direction (≡ �In[112̅]) and 1.920 nm in the [11̅0] direction (≡ �In[1̅10]). 
This rectangle is very close in size to the √2×√2 unit cell of the observed molecular lattice 

Figure S1. STM images and schematic diagram of a CuPc molecular lattice assembled on the 
(√7×√3)-In surface. (a)(b) STM images of a monolayer CuPc lattice on the (√7×√3)-In surface 
taken at 4.6 K ((a): Vs = +1 V, (b): Vs = −1 V). (c) Relation between the CuPc lattice and the 
(√7×√3)-In surface. Red circles: locations of the CuPc molecules. Yellow lines: the 3×2 unit cell 
of the (√7×√3)-In. Blue dotted rectangule: the√2×√2 unit cell of CuPc lattices. 
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(approximately 1.960 nm ×1.960 nm).  

  More detailed analysis on STM images allowed us to confirm that the commensurability was very 

good. Figure S2a shows an STM image where both CuPc monolayer islands and the (√7×√3)-In 

substrate are exposed on the surface. The fast Fourier transform (FFT) patterns of the former and the 

latter regions are displayed in Figs. S2b and S2c, respectively. The dashed lines indicate the unit 

cells in the reciprocal space while the blue arrows the unit vectors. Generally, STM images and their 

FFT patters are deformed due to an error in expansion coefficient calibration of the piezoelectric 

scanner and to a shear drift caused by thermal drift and creep. However, one can determine the 

precise periodicity of the CuPc lattice by utilizing the simultaneously observed (√7×√3)-In surface 

as a reference.  

 Figure S2d shows a unit cell in the real space with unit vectors a1= (a1x, a1y) and a2= (a2x, a2y), 

while Fig. S2e the corresponding unit cell in the reciprocal space with unit vectors b1= (b1x, b1y) and 

b2= (b2x, b2y). Suppose the unit vectors a1 and a2 are transformed into a'1 and a'2 through expansion 

Figure S2. Determination of commensurate relation between the CuPc lattice and the (√7×√3)-In 
surface. (a) STM image taken at 4.6 K (Vs = +1 V). (b)(c) FFT patterns calculated from the CuPc 
monolayer region (b) and the (√7×√3)-In region (c) taken from (a). (d)(e) Schematic drawing of a 
unit cell and unit vectors before and after transformation in real space (d) and receprocal space 
(e). (f) Relation between vectors a1, a2 , a3 , a4. 
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by factors of s, t in the x and y directions (|s−1|<<1, |t−1|<<1), respectively, shear drift in the x 

direction by αaiy (|α|<<1, i=1,2) and rotation by an angle θ (|θ|<<1) (note that vertical shift in the y 

direction can be included in expansion in the y direction). Correspondingly, b1 and b2 are 

transformed into b'1 and b'2. To the first order of |s−1|, |t−1|, α and θ, one obtains 

 
���′ ���⁄ = 1 �⁄ − �(��� ���⁄ ) 

���′ ���⁄ = 1 �⁄ − (� − �)(��� ���⁄ ) 
 (i = 1,2). 

(1)  

Hence, s, t, α, θ can be uniquely determined by identifying the experimentally obtained reciprocal 

unit vectors bi, exp with b'i (i =1,2). 

  Analysis using the FFT pattern in Fig. S2c led to s = 0.9888, t = 0.9964, α = −0.0190 and θ = 

2.5567°. These parameters were used to correct the unit vectors b1, b2 of the CuPc lattice in Fig. S2b, 

which were in turn used to determine the unit vectors a1, a2 in the real space. If one defines a3 ≡ a2 - 

a1, a4 ≡ a2 + a1 (Fig. S2f), one finds |a3|= 2.009 nm, |a4|=1.977 nm. These values are in agreement 

with �In[112̅] = 1.995 nm and �In[1̅10]  =1.920 nm, respectively, within an error of 3%. Furthermore, 

the angle made by a3 and a4 is 89.0°, very close to the right angle. Therefore, the CuPc lattice is 

commensurate with the (√7×√3)-In surface. This means that the CuPc layer is slightly deformed 

from a perfect square lattice. 

The same analysis was applied to other data on the monolayers of CuPc and MnPc. Within an 

error of ~3%, the obtained values of |a3| and |a4| were equal to �In[112̅] =1.995 nm and �In[1̅10]= 

1.920 nm, respectively. This shows a good commensurability between the MPc molecule lattices and 

the (√7×√3)-In surface in general and thus rationalizes the observed locking of the molecular lattice 

direction. The internal molecular structure was not imaged with STM for MnPc in our experiments 

(see Fig. 1e) because the in-plane dx
2

-y
2 orbital is located far above the Fermi level (see Fig. 3e) and 

is not involved in the STM imaging1. This precludes a direct determination of the orientation angles 

of individual MnPc molecules. Nevertheless, they should be identical to that of CuPc (~15° against 

the [112̅] direction) considering the close packing and the same lattice constant of the molecule 

overlayers. 

 

2. Determination of the superconducting transition temperature Tc 

Superconductivity in a 2D system generally exhibits a residual resistance near the 

Bardeen-Cooper-Schrieffer (BCS) condensation temperature, Tc, owing to thermal excitations of free 

vortices2. This makes it difficult to precisely determine Tc. Therefore, the following equation for the 

2D resistivity #2$ was used to deduce the accurate value of Tc from the fitting of the experimental 

data3, 4: 

 #2$(% ) = ('2$,)(% ) + '2$,+(% ))−1, (2)  

where '2$,) is the normal conductance and '2$,+ is the contribution to the conductance due to 

the superconducting fluctuation effect above Tc. '2$,) was assumed to have the following form:  

 

 
'2$,)(% ) = (#) + a% .)−1, (3)  

where #) is the residual normal resistance at T = 0 and the temperature-dependent term, a% ., 

expresses a power-law behaviour. '2$,+ has a temperature dependence given by 
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 '2$,+(% ) =  1
#0

%
% − %/

, (4)  

where the contributions from the Aslamazov-Larkin and the Maki-Thompson terms are included5, 6. 

Precisely speaking, the latter term does not have this form because of the presence of a 

material-dependent parameter, but it was incorporated into #0 to reduce the number of fitting 

parameters4. Figure S3 shows an example of the fitting results, from which Tc = 3.02 K and b = 1.83 

were obtained.   

 

3. PES measurement of In 4d core-levels of the Si(111)-(√7×√3)-In surface 

The change in charge states of In atoms and the resulting charge transfer from In to CuPc can be 

confirmed by the chemical shift of In core-levels through PES measurement. The decrease (increase) 

in valence electron will reduce (increase) the electrostatic shielding of the nuclear charge from all 

other electrons. Since the core-level binding energy is determined by the electrostatic interaction 

 

Figure S3. Determination of the superconducting transition temperature Tc. 

Figure S4. In 4d core-levles of the (√7×√3)-In surface (red solid line), and the CuPc the 
(√7×√3)-In surface (blue solid line) obtained by using hν = 40 eV.  
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between the core electrons and the nucleus, the reduced (increased) shielding shifts the core-level to 

higher (lower) binding energy. Figure S4 shows the In 4d core-levels of the (√7×√3)-In surface and 

of the CuPc covered (√7×√3)-In surface. As shown in the figure, the In 4d core-level shifts 40 meV 

to the higher binding energy side due to the adsorption of CuPc. This shift indicates a decrease in the 

density of valence electrons in the In layer, and thus supports the change of the Fermi surface 

observed in ARPES.  

 

 

4. XAS/XMCD measurements on MPc molecules on the Si(111)-(√7×√3)-In surface 

Note: In this section, θ represents the incident angle of X-ray beam, not the coverage as used in the 

main text of the paper.   

 

XAS at N K-edge 

Figure S5a shows the N K-edge XAS spectra obtained for a MnPc monolayer on the (√7×√3)-In 

surface with θ = 0° and θ = 55°. They exhibit eight peaks similar to those reported for vanadium 

phthalocyanine7. The four peaks on the low- and high-energy sides are attributed to transitions from 

N 1s to π* and σ* molecular orbitals, respectively, both of which have p orbital characters 8, 9. At θ = 

0° the peaks of π* orbitals are negligibly small, while those of σ* orbitals are enhanced. This means 

 

Figure S5. (a)(b) N K-edge XAS spectra of MnPc (a) and CuPc (b) monolayers on the 

(√7×√3)-In surface obtained with θ = 0° (red) and θ = 55° (blue). Filled (open) triangles 

indicate the positions of peaks corresponding to excitations from N 1s to π* (σ*) molecular 

orbitals. (c) Schematic illustration for the configuration of the XAS/XMCD measurement of 

MPc molecules. (d)(e) N K-edge XAS spectra of CuPc at θ = 0° (d) and θ = 55° (e) measured 

at different coverages. 
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that the MnPc molecules were adsorbed in the in-plane geometry, because a dipolar transition from 

1s to pz-like π* orbitals is suppressed due to the selection rule when the X-ray beam is in the normal 

direction (see Fig. S5c). Figure S5b shows the N K-edge XAS spectra for a CuPc monolayer, 

displaying essentially the same spectral features as those of MnPc. This is consistent with the 

identical adsorption geometries of these MPcs revealed by STM. As shown in Figs. S5d and S5e, the 

intensity of each peak is approximately proportional to the molecular coverage. The nearly equal 

XAS intensities for the two MPc monolayers (Figs. S5a and S5b) demonstrate a precise coverage 

control in the XAS/XMCD experiments. 

 

Details of the sum rule analysis 

The effective spin magnetic moment 〈12eff(�)〉 is obtained from the XAS data by using the sum 

rule 10, 

 〈12eff(�)〉 = −6ℎ
99(�) − 6;(�)

<(�) =>, (7) 

where nh is the number of holes in the d orbitals (assumed to be 5 and 1 for MnPc and CuPc, 

respectively) and μB is the Bohr magneton. The three functions p(θ), q(θ), and r(θ) are given by 

 9(�) = ∫ [@+(A, �) − @−(A, �)]BA
C3

, (8) 

 ;(�) = ∫ [@+(A, �) − @−(A, �)]BA
C3,2

, (9) 

 <(�) = ∫ [@+(A, �) + @−(A, �) + @0(A, �)]BA
C3,2

. (10) 

Here, @+(A, �) and @−(A, �) are the XAS intensities measured with the photon helicity parallel 

and antiparallel to the applied magnetic field, respectively. @0(A, �) corresponds to the XAS 

intensity measured with a linear photon polarization parallel to the magnetization, which is 

approximated as described later. Note that r(θ) is an isotropic term and thus is independent of θ in 

principle.  

The quantity 〈12eff(�)〉 is composed of two terms: 

 〈12eff(�)〉 = 2〈E〉 + 7〈% (�)〉, (11) 

where 〈E〉 is the isotropic spin component and 〈% (�)〉 is the intra-atomic dipolar moment. The 

latter reflects the anisotropic distribution of spins within an atom and, in a system with a symmetry 

higher than D2h, cancels out at the 'magic angle' of θ = 54.7°11. This cancellation of the 〈% (�)〉 term 

at the magic angle has been demonstrated previously for CuPc and FePc thin films on noble metals12, 

13. For the discussions on the spin magnetic moments in the main text, we used θ = 55° to minimize 

the contribution from the 〈% (�)〉 term. 

The <(�) term was evaluated differently for MnPc and CuPc. In the cases of MnPc, the angular 

dependence of @+(A, �) + @−(A, �) is small, and I0 can be approximated by @0 = (@+ + @−)/2. 

Then, <(�) is given by 

 <MnPc(�) = 3
2∫ [@+(A, �) + @−(A, �)]BA

C3,2
. (12) 
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For each spectrum, an atomic background was simulated by integrating two Voigt functions placed at 

the L3,2 peaks and was subtracted from the XAS spectrum before applying the sum-rule (Figure 

S6(a)). In the case of CuPc, a hole is present only in the dx
2

-y
2 orbital. Owing to its C4 symmetry, 

@0(A, 0°) is expected to be zero and @+(A, �) + @−(A, �) has a large angular dependence of the 

form M(�) = (1 + cos2 �)/213. Hence, <(�) for CuPc is given by 
 <CuPc(�) = 1

M(�) ∫ [@+(A, �) + @−(A, �)]BA
C3,2

. (13) 

Figure S6b shows the @+(A, �) + @−(A, �)  of CuPc on the (√7×√3)-In surface, displaying 

well-separated L3,2 peaks. An additional peak labeled as B is observed around 940 eV in the curve for 

� = 55°. This is assigned to the transitions from 2p to 4s states14 and disappears at � = 0°. Since the 

presence of this peak prevents us from defining an atomic background appropriately, we used 

<CuPc(0°) instead of <CuPc(55°) to calculate 〈12eff(55°)〉. The results of XAS integrations are also 

plotted by red curves in Figs. S6a and S6b where the small circles indicate the upper bound of the 

<(�) integration range.  

Figures S6c and S6d show the XMCD spectra, @+(A, 55°) − @−(A, 55°), and their integrals 

evaluated for the two MPcs. The integration ranges for 9(�) and ;(�) are indicated by the small 

Figure S6. (a)(b) XAS spectra (I+ + I−) of MnPc (a) and CuPc (b) at θ = 55° (gray curves). 

The atomic backgrounds are plotted in thin black curves. The integrals of XAS spectra are 

plotted in red and the points defining the r(�) integration is marked by circles. In the panel 

(a), the arrow A indicates the local minimum of the XAS spectrum used to determine the upper 

bound of the integration for 9(�). For CuPc, the XAS integral was calculated from the 

spectrum for θ = 0° plotted with a gray dashed curve in the panel (b). The small peak labeled 

as B in (b) is related to transitions from 2p to 4s states. (c)(d) XMCD spectra (I+ − I−) of the 

MnPc (c) and CuPc (d). The points defining the integrations for 9(�) and q(�) are marked by 

squares and triangles, respectively. 
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squares and triangles, respectively. In the case of MnPc (Fig. S6c), XMCD signals from L3,2 peaks 

are partially overlapped and the upper bound of the integration for 9(�) is not obvious. For practical 

solution, we used the energy at the local minima (labelled as A at 645.5 eV) between the L3,2 peaks 

in the XAS curve (Fig. S6a). If we move this upper bound by ±1 eV, the resulting 〈12eff〉 value 

changes by ∓10%. A theoretical study shows that 〈12eff〉 obtained from a sum-rule analysis on Mn2+ 

is underestimated by 32% 15.  

 

 

5. Ab initio calculations of molecule-induced changes of the electronic states of the 

Si(111)-(√7×√3)-In surface  

In this section, we investigate the effects of the molecule adsorption on the electronic states of the 

(√7×√3)-In surface through the ab initio calculations. Particularly, we focus on the DOS projected on 

the In pz orbital of the top-most In layer, which can strongly be coupled to the molecular states 

because it protrudes in the out-of-plane direction. Figures S7a-e display the projected DOS with the 

minority (red curve) and majority (blue curve) spins calculated for the surface with and without 

molecules. The locations of the In atom was selected at the on-site (beneath the metal atom) and at 

Figure S7. Projected DOS on the In pz orbital of the top-most layer of the (√7×√3)-In surface 

with the minority (red curve) and majority (blue curve) spins. The conditions and locations 

are: (a) no molecule, (b) with MnPc/ on-site, (c) with MnPc/ off-site, (d) with CuPc/ on-site, 

(e) with CuPc/ off-site.  
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the off-site (far away from the metal atom). As expected, no spin splitting is found for the 

(√7×√3)-In surface without molecule (Fig. S7a). A sharp peak labeled as A is noticeable around E = 

-0.8 eV, which was assigned to the In pz orbital in a previous study.16 In the case of the MnPc on-site, 

this peak is largely spin-split into two peaks A’ and A’’ together with other spectral features (Fig. 

S7b), demonstrating the strong spin polarization within the In pz orbital. This spin polarization is 

localized beneath the Mn atom, since almost no splitting is visible at the off-site (Fig. S7c). In sharp 

contrast, nearly no spin splitting is observed in the case of CuPc regardless of the site (Fig. S7c, S7d), 

indicating a negligibly small effect of CuPc on the spin polarization in the In layer as described in 

the main text. The MnPc and CuPc adsorptions do not cause a strong change in the spectral shape 

except at the MnPc on-site, but they shift the energy of the peak A in the positive direction by 

+0.2~0.3 eV. This observation is consistent with the hole doping induced by the charge transfer 

described in the main text. 
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