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1 First-passage probability density: backward11

master equations12

Here, we give the theoretical methodology to determine the selectivity error13

of the networks in terms of the first-passage process [1]. The quantity of14

interest is the first-passage probability density. To illustrate, we start with15

the simple Michaelis-Menten (MM) scheme, and then sketch how it is applied16

to the more complex kinetic proofreading network.17

Let us denote FR,i(t) as the first-passage probability density to reach the18

right(R) end-product state PR at time t for the first time before reaching the19

wrong(W) end-product state PW, starting from some state i on the network20

at time t = 0 (see Fig. 1(a) in the main text). The corresponding probability21

density FW,i(t) is defined in the same manner. The time-evolution equations22

of the first-passage probability densities are generally known as the backward23

master equations [1].24

To formulate these for MM network, we define FR = (FR,E, FR,ER, FR,EW)T
25

and FW = (FW,E, FW,ER, FW,EW)T It’s time-evolution is given by26

d

dt
FR = P FR + QR (1)

d

dt
FW = P FW + QW. (2)

Here, the transition matrix is given by the transition rates between the dif-27

ferent states28

P =

 −(k1,R + k1,W ) k1,R k1,W

k−1,R −(k−1,R + k2,R) 0
k−1,W 0 −(k−1,W + k2,W )

 (3)

The source terms QR = (0, kp,Rδ(t), 0)T and QW = (0, 0, kp,W δ(t))
T are29

proportional to the Dirac-delta function δ(t).30

We solve the above set of differential equations using the standard tech-31

nique of Laplace transformation. For example, the Laplace transform of32

FR,i(t) is defined as33

F̃R,i(s) =
∫ ∞

0
e−stFR,i(t)dt. (4)

Then, with the initial conditions FR,i(t = 0) = FR,i(t = 0) = 0, (i = E, ER,34

or EW), Eqs.(1, 2) transform into a set of algebraic equations35

sF̃R = P F̃R + Q̃R (5)
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sF̃W = P F̃W + Q̃W. (6)

Here, F̃R = (F̃R,E, F̃R,ER, F̃R,EW)T (F̃W is defined similarly), Q̃R = (0, kp,R, 0)T
36

and Q̃W = (0, 0, kp,W )T. From Eq.(6), one gets the required first-passage37

probability densities F̃R,E(s) and F̃W,E(s). The probabilities to reach either38

of the end-states, also known as the splitting probabilities, are obtained di-39

rectly from these densities in Laplace space as [1, 2]40

ΠR = F̃R,E(s = 0); ΠW = F̃W,E(s = 0). (7)

We note that in steady states the fluxes into the right and wrong states will be41

scaled proportional to the respective splitting probabilities. The selectivity42

error is then can be computed as the ratio of these splitting probabilities43

η = ΠW/ΠR. (8)

For the generalized kinetic proofreading network, the backward master
equations can be similarly expressed in the form of Eqs.(1, 2). For this net-
work (denoted by the subscript kpr),

Fkpr
R = (FR,E, FR,ER, FR,ER∗ , FR,EW, FR,EW∗)

T

and
Fkpr

W = (FW,E, FW,ER, FR,ER∗ , FW,EW, FW,EW∗)
T,

Qkpr
R = (0, 0, kp,Rδ(t), 0, 0)T, Qkpr

W = (0, 0, 0, 0, kp,W δ(t))
T. The transition44

matrix in this case becomes45

Pkpr =


−D1 k1,R k−3,R k1,W k−3,W

k−1,R −D2 k2,R 0 0
k3,R k−2,R −D3 0 0
k−1,W 0 0 −D4 k2,W

k3,W 0 0 k−2,W −D5

 (9)

where D1 = (k1,R+k1,W +k−3,R+k−3,W ), D2 = (k−1,R+k2,R), D3 = (k−2,R+46

k3,R + kp,R), D4 = (k−1,W + k2,W ), D5 = (k−2,W + k3,W + kp,W ). The same47

methodology as for the MM scheme above can be used to compute splitting48

probabilities and the steady-state error.49
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2 Invariance of the error with changes in the50

stability difference parameters εi51

The splitting probabilities for the Michaelis-Menten (MM) scheme follows52

from Eq.(7) as53

ΠR =
kp,R/KM,R

kp,R/KM,R + kp,W/KM,W

(10)

and54

ΠW =
kp,W/KM,W

kp,R/KM,R + kp,W/KM,W

. (11)

Here, KM,R =
k−1,R+kp,R

k1,R
and KM,W =

k−1,W +kp,W
k1,W

are the MM constants for55

the right and wrong product formation. The rate constants k1,R (k1,W ) are56

assumed to be pseudo-first-order, i.e. defined as k1,R = k0
1,R[R] (k1,W =57

k0
1,W [W ]), where k0

1,R and k0
1,W are the second-order binding rate constants.58

Then, using Eq.(8), Eq.(10) and Eq.(11), one gets the expression of error for59

the MM scheme60

η = f1fp

(
k−1,R + kp,R

f−1k−1,R + fpkp,R

)
= f1

(
1 +

k−1,R

kp,R

1 + f−1

fp

k−1,R

kp,R

)
(12)

where fi = ki,W/ki,R, (i = ±1, p). The factors fi play important roles in61

our analysis. They are related to the free energy discriminations (in units62

of kBT ) between the respective states of the two pathways (see Fig. 1(b)):63

f1 = e−ε
‡
1 , f−1 = e(ε1−ε‡1), fp = e(ε1−ε‡p) where we assume equal frequency64

(pre-exponential) factors for all the rate constants. However, our conclusions65

about the invariance of error against the variation of stability difference pa-66

rameters εi will be still valid even when these pre-factors are different but67

their ratio is independent of εi. Then, f−1/fp is independent of ε1, the dif-68

ference in stability of the complexes EW and ER. Further, as k−1,R/W and69

kp,R/W correspond to transitions starting from the same state ER/EW, their70

ratio and hence η are also independent of the energy of the complex ER/EW.71

In other words, if we vary the parameter ε1, keeping all transition state energy72

differences the same, then discrimination factors f−1 and fp would change in73

the same way, i.e., if f−1 becomes some αf−1, fp will become αfp. At the74

same time, because there is no change in the transition state energies, this75

would lead to changes in the rate constants. For simplicity, let us first as-76

sume that we only modified the energy level of the state EW. Then the rate77
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constants of the right pathway are unaffected and the value of error does not78

change with ε1. If in addition the energy of the state ER is also changing,79

this will affect k−1,R and kp,R proportionally, i.e. k−1,R will become k−1,R/α80

and kp,R will become kp,R/α (see Fig. 1(b)). Thus, it follows from Eq.(12)81

that, the error remains constant with the changes only in the thermodynamic82

discrimination, i.e. ∂η
∂ε1

= 0.83

The splitting probabilities for the generalized kinetic proofreading (KPR)
network can be determined following the same methodology used for MM
scheme above. The exact expression of error in the generalized KPR network,
defined according to Eq.(8), is given by

η = fp

(
(kp,R + k3,R)(k−1,R + k2,R) + k−1,Rk−2,R

)(
k2,W (k1,W + k−3,W ) + k−1,Wk−3,W

)
(
(kp,W + k3,W )(k−1,W + k2,W ) + k−1,Wk−2,W

)(
k2,R(k1,R + k−3,R) + k−1,Rk−3,R

)
84

=

[
(1 +

kp,R
k3,R

)(1 +
k2,R
k−1,R

) +
k−2,R

k3,R

] [
f−3

(
1 + f2

f−1

k2,R
k−1,R

(1 + f1
f−3

k1,R
k−3,R

)
)]

[
( f3
fp

+
kp,R
k3,R

)(1 + f2
f−1

k2,R
k−1,R

) + f−2

fp

k−2,R

kp,R

] [
1 +

k2,R
k−1,R

(1 +
k1,R
k−3,R

)
] (13)

Here, the discrimination factors are f1 = e−ε
‡
1 , f−1 = e(ε1−ε‡1), f2 = e(ε1−ε‡2)

85

f−2 = e(ε2−ε‡2), f3 = e(ε2−ε‡3), f−3 = e−ε
‡
3 , fp = e(ε2−ε‡p). Then, it follows that86

all the ratios involving f’s are independent of the parameters εi (i = 1, 2).87

ε1 gives the stability difference between the intermediates EW and ER; ε288

denotes the same for EW* and ER* (see Fig. 2 in main text). Further,89

the ratio of the rate constants that correspond to transitions starting from90

the same state are independent of the energy of that state. For example,91

k2,R/k−1,R is independent of the energy of state ER. This implies that all92

the ratios involving rate constants are also independent of the energy of the93

respective states. In this context, we clarify that the ratio k1,R/k−3,R =94

eδ
‡
31e∆µ where δ‡31 is the difference in transition state energies for step-3 and95

step-1 and ∆µ is the chemical potential difference over the cycle (see Fig. 296

in main text). Now, changes in ε1, keeping all the transition state energy97

differences and ∆µ fixed, changes f2 and f−1 by the same factor, say α1,98

while the rates k2,R and k−1,R will be modified by the same factor 1/α1.99

Then, according to Eq.(13), the error remains unchanged. Variation in the100

parameter ε2 in a similar fashion alters the parameters f3, f−2, fp by the same101

factor, say α2, and correspondingly rates k−2,R, k3,R and kp,R will change by102

1/α2. This again keeps the error constant. Thus, error in both the networks103

under study does not depend on thermodynamic discrimination parameters.104
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Table 1: Model parameters for aa-tRNA selection by WT E. coli ribosome
Parameter Value (s−1) Parameter Value

k1,R 40 f1 0.675
k−1,R 0.5 f−1 94
k2,R 25 f2 4.8 × 10−2

k3,R 8.5 × 10−2 f3 7.9
kp,R 8.415 fp 4.2 × 10−3

3 The limits of error for the catalytic step in105

the kinetic proofreading network106

The two limits of the error, η for the proofreading network follow from Eq.
(3) of the main text

ηL =

(
f1f2fp
f3

)(
k−1,R + k2,R

k−1,W + k2,W

)(
γ + k3,W/k−2,W

γ + k3,R/k−2,R

)
;

107

ηH = f1f2

(
k−1,R + k2,R

k−1,W + k2,W

)(
γ + k3,W/k−2,W

γ + k3,R/k−2,R

)
;
ηL

ηH

=
fp
f3

= e(ε‡3−ε
‡
p). (14)

4 Parameters for aminoacyl(aa)-tRNA selec-108

tion case109

We list the values of the parameters used in our model in Table 1. These are110

based on the experimental kinetic data of Zaher et al. [3].111

5 Non-monotonic error variation with poly-112

merization rate in DNA replication by T7113

DNA polymerase114

DNA replication in bacteriophage T7 by T7 DNA polymerase (DNAP) en-
zyme is a prime example where kinetic proofreading (KPR) mechanism en-
hances the selectivity [4]. T7 DNAP employs KPR to rectify errors due to
dNTP mis-incorporation during the elongation of DNA primer over a tem-
plate in the polymerase(Pol) site of the enzyme. Mismatched nucleotides
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are rejected by proofreading in the exonuclease(Exo) site and subsequent
hydrolysis. The corresponding proofreading network is similar to the one
used for tRNA selection in main text with an important difference: after
the incorporation of one dNTP molecule in step-1, the system can go on to
add another dNTP or can reset via the proofreading mechanism comprising
of step-2 (Pol-Exo sliding) and step-3 (hydrolysis) [5]. In other words, the
steps with rate constants kp,R/W are now connected to state-ER/EW instead

of ER*/EW*. This makes fp = eε1−ε
‡
p . All the other fis have the same

expressions as in the tRNA selection case discussed in the main text. Now,
kinetic data for this system indicate that the polymerization rate constants
are the same for the cognate dNTP molecule, i.e., k1,R = kp,R (see Table 2).
Variation of the polymerization rate constant results in three bounds of error
at low, intermediate and high k1,R (with f1, fp fixed). Analytical expressions
follow

ηL =
fpf1

f−1

(
1 + k−1,RKM,R/k3,R

1 + k−1,WKM,W/k3,W

)
;
ηL

ηM

=
f2

f−1

(
1 + k−2,R/k3,R

1 + k−2,W/k3,W

)
;

115

ηL

ηH

=
fp
f−1

(
1 + k−1,RKM,R/k3,R

1 + k−1,WKM,W/k3,W

)
. (15)

Here, KM,S =
k−2,S+k3,S

k2,S
(S = R/W ). Although the expressions in Eq.(15)116

are a bit complicated, a careful inspection based on the free energy profile117

yields the following:118

ηL

ηM

= eε
‡
12

(
1 + eδ

‡
32,R

1 + eδ
‡
32,W

)
;

ηL

ηH

= eε
‡
1p

(
1 + eδ

‡
21,R(1 + eδ

‡
32,R)

1 + eδ
‡
21,W (1 + eδ

‡
32,W )

)
. (16)

Here, δ‡ij,R/W denotes the difference in energies of the transition states of119

step-i and step-j for R/W pathway. Therefore, again the transition state120

energy differences govern the nature of error variation as a function of the121

polymerization rate. For fixed δ‡ijs, one can get the same six patterns as122

shown in Fig. 3 of the main text but now as a function of ε‡12 and ε‡1p. The123

kinetic data for T7 DNAP (see Table 2) imply that ηL > ηM, ηH and ηM < ηH.124

Hence, the error variation pattern should be similar to that for region II in125

Fig. 3 of the main text. The error vs. polymerization rate constant curve126

plotted in Fig. 4(b) of the main text confirms this prediction.127
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Table 2: Model parameters for DNA replication by T7 DNAP based on the
experimental kinetic data of Wong et al.[6]

Parameter Value (s−1) Parameter Value
k1,R 250 f1 8 × 10−6

k−1,R 1 f−1 1 × 10−5

k2,R 0.2 f2 11.5
k−2,R 700 f−2 1
k3,R 900 f3 1
kp,R 250 fp 4.8 × 10−5
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