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Distances used for cutting out the dimers 

QM-based dimer calculations were performed for each pair whose distance between the centers of 

mass is smaller than the corresponding distance thresholds (Table S1). In some cases, the distances 

depend on the crystallographic orientation to take all important dimers into account. 

Table S1: Threshold distances for the dimer selection.  

p-type molecule plane max. distance 
“homodimers” 

[Å] 

max. distance 
“heterodimers” 

[Å] 

max. distance 
“fullerenes” 

[Å] 

anthracene a-b 5.5 11.0 10.0 

 a-c 5.5 11.0 10.0 

 b-c 5.5 11.0 10.0 

diketopyrrolopyrrole a-b 10.0 16.0 10.0 
 a-c 13.0 16.0 10.0 

 b-c 13.0 14.0 10.0 

DIP a-b 7.0 12.0 10.0 

 a-c 7.0 12.0 10.0 

 b-c 7.0 12.0 10.0 

HB194 a-b 8.0 12.0 10.0 

 a-c 8.0 12.0 10.0 

 b-c 8.0 12.0 10.0 

MD353 a-b 8.0 12.0 10.0 

 a-c 8.0 12.0 10.0 

 b-c 8.0 12.0 10.0 

rubrene a-b 11.0 12.0 10.0 

 a-c 11.0 12.0 10.0 

 b-c 11.0 14.0 10.0 

squaraine a-b 10.0 13.0 10.0 

 a-c 10.0 13.0 10.0 

 b-c 10.0 13.0 10.0 

triarylamine (TBA) a-b 10.0 12.0 10.0 
 a-c 10.0 12.0 10.0 

 b-c 10.0 13.0 10.0 

aldehyde-sub. triarylamine 
(TAA) 

a-b 8.0 11.0 10.0 

 a-c 8.0 11.0 10.0 

 b-c 8.0 11.0 10.0 

methoxy-sub. triarylamine 
(TAM) 

a-b 9.0 12.0 10.0 

 a-c 9.0 12.0 10.0 

 b-c 9.0 12.0 10.0 
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Values for the effective epsilon used to mimic the polarizable thin-film environment 

Table S2: Effective epsilon values used for the simulation of environmental effects. For COSMO, 1,2 we 

used the numerical values while the parameters of the respective solvents were used for PCM.3,4 

Molecule ε(p-type) ε(interface) ε(interface, 
Coulomb) 

ε(fullerene) 

anthracene 2.2706 
(benzene) 

3.22 
(trichloroethane) 

2 4.547 
(iodobenzene) 

diketopyrrolopyrrole 13.580 
(cyclopentanone) 

9.063 
(dichloromethane) 

5 4.547 
(iodobenzene) 

DIP 2.2706 
(benzene) 

3.22 
(trichloroethane) 

2 4.547 
(iodobenzene) 

HB194 20.493 
(acetone) 

12.440 
(m-cresol) 

7 4.547 
(iodobenzene) 

MD353 20.493 
(acetone) 

12.440 
(m-cresol) 

7 4.547 
(iodobenzene) 

rubrene 2.2706 
(benzene) 

3.22 
(trichloroethane) 

2 4.547 
(iodobenzene) 

squaraine 13.580 
(cyclopentanone) 

9.063 
(dichloromethane) 

5 4.547 
(iodobenzene) 

triarylamine (TBA) 5.960 
(n-methylaniline) 

5.395 
(bromobenzene) 

3 4.547 
(iodobenzene) 

aldehyde-sub. 
triarylamine (TAA) 

5.960 
(n-methylaniline) 

5.395 
(bromobenzene) 

3 4.547 
(iodobenzene) 

methoxy-sub. 
triarylamine (TAM) 

5.960 
(n-methylaniline) 

5.395 
(bromobenzene) 

3 4.547 
(iodobenzene) 

 

The fullerene value is taken from experimental measurements.5,6 All numerical values or solvents are 

selected so that the structural motifs of the solvent were as similar as possible to the soluted p-type 

semiconducting molecule. For example, the effective epsilon of n-methylaniline is used to simulate the 

environment of triphenylamine-based compounds. A polar solvent like acetone is used to simulate the 

merocyanine bulk phase.7 The average of the epsilon value for the fullerene bulk phase and the epsilon 

value of the p-type semiconducting molecule is used for the interfacial region. When calculating 

Coulombic attraction forces directly at the interface, this epsilon is divided by two to mimic the 

influence of the less dense packing at the interface on the consequently reduced shielding of the 

Coulomb interactions. 
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Estimation of interfacial dipole moments and calculation of electric field strengths via classical 

electrochemical considerations 

It is known from spectroscopic measurements and computations that interfaces give rise to interfacial 

dipoles and local electric fields that contribute (or impede) to the generation of a charge-transfer state 

across the interface.8 In order to model these local electric fields, a constant electric field is applied for 

excited-state calculations at the interface.  

The field strength of this electric field is calculated as follows: In a first step, the dipole moments of 

different heterodimers composed of a fullerene and a p-type semiconducting molecule are calculated 

using ESP charges from the RI9-BLYP10,11,12-D313/cc-pVDZ14 density (MARIJ approximation15). The 

charges on each monomer were summed to a total charge 𝑄. As the dimer is neutral, the charges on 

the respective monomers are equal, but of opposite sign. In the next step the various 𝑄 of monomers 

of different pairs were averaged.  

The dipole moments at the interface form an electric dipole layer. Hence, the interface can be modeled 

as a parallel plate capacitor. According to classical electrochemistry (see 16), the electric field �⃗�   

resulting from the surface distribution of charges 𝑄 at each side of the interface is given as 

�⃗� =
𝑄

𝜀0𝜀𝑟𝐴 
        (Eq. 1) 

In our problem, 𝑄 is the given average charge of the monomers, while 𝐴  is the surface area of one 

dipole moment, i.e., it depends on the density of the packing at the interface. This density is dominated 

by the bulky shape of the fullerene. Hence we assume one dipole moment per unit cell of the fullerene. 

The length of the three crystallographic axes of the fullerene ccp crystal structure is 𝑙 = 14.04078Å.17 

Assuming a slight density decrease at the interface, which is to be expected, the area of the parallel-

plate capacitors can be estimated as 

|𝐴 | = 15Å ∙ 15Å = 225 ∙ 10−20𝑚2     (Eq. 3) 

Inserting the charge, the surface area and the vacuum permittivity into the Eq. 1 for the electric field 

yields Eq. 4, allowing for a calculation of the electric field strength |�⃗� | generated by the dipole layer. 

|�⃗� | =
𝑄∙1.602∙10−19𝐶

8.85∙10−12 𝐴𝑠

𝑉𝑚
∙225∙10−20𝑚2

      (Eq. 4) 

As already pointed out by Castet et al.,18 the individual dipole moments of the pairs vary considerably. 

This can be also seen in Table S3 which shows two extreme values for each p-type semiconductor. We 

took the average because it is impossible to include all electric dipole fields individually. Moreover, the 

inclusion of an anisotropic epsilon to model dielectric variations at the interface was computationally 

not feasible. 
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Table S3: Charge distributions of two different representative heterodimers for each p-type 

semiconducting molecule according with the average used in the calculation of the electric field 

strength. All values are given in a.u. 

Molecule Q(dimer 1) Q(dimer 2) Q(average) 

anthracene 0.2749 0.0418 0.16 

diketopyrrolopyrrole 0.2919 0.0192 0.16 

DIP 0.2268 0.2190 0.22 

HB194 0.0230 0.3092 0.17 

MD353 0.0647 0.1411 0.10 

rubrene 0.2013 0.1869 0.19 

squaraine 0.0311 0.0898 0.06 

triarylamine (TBA) 0.0242 0.1858 0.10 

aldehyde-sub. 
triarylamine (TAA) 

0.1663 0.0513 0.10 

methoxy-sub. 
triarylamine (TAM) 

0.0995 0.0905 0.10 

 

Please note that the final electric field strength is used in units of 10−4𝑎. 𝑢. = 0.0051422
𝑉

𝐴
. Table S4 

displays electric field strengths used in the subsequent QM calculations. 

Table S4: Electric field strengths in a.u. used in the QM calculations. 

Molecule electric field [0.0001 a.u.] 

anthracene 25 

diketopyrrolopyrrole 25 

DIP 34 

HB194 27 

MD353 16 

rubrene 30 

squaraine 9 

triarylamine (TBA) 16 

aldehyde-sub. triarylamine 
(TAA) 

16 

methoxy-sub. triarylamine 
(TAM) 

16 
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Adjustment of OPLS-AA19,20 parameters for the force-field calculations 

For all molecules, standard OPLS-AA parameters were used. To ensure the overall charge neutrality of 

the molecules, excess charges had to be redistributed over neighboring atoms. To check whether this 

approximative approach significantly influences resulting interface structures, we computed the 

influence of the charge parameters on the final structures using DIP, the squaraine, and MD353. 

In a first step, we assigned our modified OPLS charges as well as Mulliken, Hirshfeld,21 CM5,22 and ESP 

charges23 obtained in B3LYP24-D3/cc-pVDZ calculations to the molecules. Separate molecular dynamic 

(MD) simulations were conducted for each set of charges. In this work, the MD simulations were only 

performed to obtain amorphous structures. Hence we are only interested in the amount of disorder 

resulting from the different sets of charge parameters. As the disorder parameter we define the 

orientations of the planar π-systems because the positions of the π-conjugated systems with respect 

to each other are most decisive for energies and couplings of the dimers (see for example 25). We 

calculated the orientations of the π-systems as the tilting angles of the molecular planes with respect 

to the a-b-, a-c- or b-c-plane (Figure S1). In the case of the three-dimensional triarylamines we use the 

plane of the central nitrogen atom with the adjacent carbon atoms. In a crystal all orientations are 

exactly equal, hence no disorder exists. This is reflected in the standard deviations of the tilting angles, 

which are zero for all crystals. In an amorphous system obtained in an MD simulation the standard 

deviations of the tilting angles increase. Thus the standard deviation is a measure of the disorder. We 

calculated the disorder, i.e., the standard deviations of tilting angles, for various MD runs. 

 

Figure S1: Visualization of the tilting angle as a measure for the molecular orientation and the 

reorientation taking place during the MD simulations. 

The disorder is determined by the employed charge model but depends also on the MD trajectory itself 

because MD simulations (with long simulation times) are non-deterministic due to the summation of 

the numerical errors.26 In order to differentiate between both aspects, we performed three different 

MD simulations using the same OPLS parameters. The values for DIP, the squaraine, and MD353 are 

given in Table S5 to Table S7, respectively.  
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Table S5: Obtained distributions of tilting angles of the molecular planes with respect to a reference 

plane for different DIP interfaces as a function of the employed charge parameters. The first line 

indicates the method used to obtain atomic charges. “OPLS-1”, “OPLS-2”, and “OPLS-3” indicate three 

MD simulations using the same modified OPLS-AA parameters. 

charges Mulliken Hirshfeld CM5 Esp OPLS-1 OPLS-2 OPLS-3 

a-b [°] 18 20 18 16 15 17 11 

a-c [°] 38 52 29 36 33 37 40 

b-c [°] 51 48 45 47 43 53 50 

Mean [°] 35 40 31 33 31 36 34 

 

Table S6: Obtained distributions of tilting angles of the molecular planes with respect to a reference 

plane for different squaraine interfaces as a function of the employed charge parameters. The first line 

indicates the method used to obtain atomic charges. “OPLS-1”, “OPLS-2”, and “OPLS-3” indicate three 

MD simulations using the same modified OPLS-AA parameters. 

charges Mulliken Hirshfeld CM5 Esp OPLS-1 OPLS-2 OPLS-3 

a-b [°] 43 50 47 39 60 50 57 

a-c [°] 40 41 33 28 31 30 41 

b-c [°] 51 48 42 59 57 35 58 

Mean [°] 45 46 40 42 49 38 52 

 

Table S7: Obtained distributions of tilting angles of the molecular planes with respect to a reference 

plane for different MD353 interfaces as a function of the employed charge parameters. The first line 

indicates the method used to obtain atomic charges. “OPLS-1”, “OPLS-2”, and “OPLS-3” indicate three 

MD simulations using the same modified OPLS-AA parameters. 

charges Mulliken Hirshfeld CM5 Esp OPLS-1 OPLS-2 OPLS-3 

a-b [°] 16 19 17 18 38 38 38 

a-c [°] 27 28 29 29 28 38 22 

b-c [°] 36 28 27 34 46 38 44 

Mean [°] 26 25 24 27 37 38 35 

 

Please note that for all molecules, the variations in the disorder between the MD simulations using the 

same parameter set (OPLS-1, OPLS-2, OPLS-3) vary nearly as much or even more than between MD 

simulations with different charge parameter sets. Taking DIP (Table S5) as an example, the disorder of 

the tilting angles with respect to the a-b-plane varies between 16° and 20° if different charge models 

are employed. Using the same parameter set but performing three independent MD simulations 

(OPLS-1, OPLS-2, OPLS-3), the disorder of the tilting angles varies between 17° and 11°, i.e., the 

influence of the charge model on the disorder is similar to the variations found due to the non-

deterministic behavior of the MD simulation. This shows that our force field approach is sufficiently 

accurate for the purpose of generating disordered interface structures. 
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As p-type semiconducting molecules like squaraines and triarylamines are not necessarily properly 

described by OPLS-AA, we replaced the computed OPLS-AA geometries by ab initio geometries in the 

subsequent dimer calculations.  
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Horizontal dimensions of the simulated interfacial cells 

As outlined in the paper, the dimensions of the interface are determined as the least common multiple 

of the crystallographic axes of the crystal structures of the p-type semiconducting molecules and 

fullerene. Horizontal dimensions as a multiple of the fullerene crystal structure17 are given in Table S8. 

Table S8: Horizontal dimensions of the interfacial cells used in the simulations determined as multiples 

of the crystallographic axes of fullerene (14.04 Å)17. The vertical dimension always amounts to 

approximately four layers of each component (i.e., of the fullerene phase and the p-type 

semiconducting layer, respectively). 

Molecule plane dimension 1 [Å] dimension 2  [Å] 

anthracene a-b 42 42 

 a-c 42 42 

 b-c 42 42 

diketopyrrolopyrrole a-b 28 42 

 a-c 28 28 

 b-c 42 28 

DIP a-b 28 42 

 a-c 28 84 

 b-c 42 84 

HB194 a-b 42 42 

 a-c 42 70 

 b-c 42 70 

MD353 a-b 70 42 

 a-c 70 28 

 b-c 42 28 

rubrene a-b 28 28 

 a-c 28 28 

 b-c 28 28 

squaraine a-b 28 98 

 a-c 28 28 

 b-c 98 28 

triarylamine (TBA) a-b 42 42 

 a-c 42 42 

 b-c 42 42 

aldehyde-sub. triarylamine 
(TAA) 

a-b 28 56 

 a-c 28 42 

 b-c 56 42 

methoxy-sub. triarylamine 
(TAM) 

a-b 42 42 

 a-c 42 98 

 b-c 42 98 
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Calculated energetic profiles for all crystallographic orientations and all molecules 

For comparison and completeness, all energetic profiles not shown in the manuscript are shown in the 

following figures, Figure S2 to Figure S24. The symbols are assigned to the different states in Table 1.  

 

Figure S2: Energetic profile along the anthracene:fullerene interface (a-b-crystallographic 

plane).  

 

Figure S3: Energetic profile along the anthracene:fullerene interface (a-c-crystallographic 

plane).  
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Figure S4: Energetic profile along the DIP:fullerene interface (b-c-crystallographic plane).  

 

Figure S5: Energetic profile along the HB194:fullerene interface (a-c-crystallographic plane).  
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Figure S6: Energetic profile along the HB194:fullerene interface (b-c-crystallographic plane).  

 

Figure S7: Energetic profile along the MD353:fullerene interface (a-c-crystallographic plane).  
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Figure S8: Energetic profile along the MD353:fullerene interface (b-c-crystallographic plane).  

 

Figure S9: Energetic profile along the diketopyrrolopyrrole:fullerene interface (a-c-

crystallographic plane).  
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Figure S10: Energetic profile along the diketopyrrolopyrrole:fullerene interface (b-c-

crystallographic plane).  

 

Figure S11: Energetic profile along the rubrene:fullerene interface (a-b-crystallographic plane).  
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Figure S12: Energetic profile along the rubrene:fullerene interface (a-c-crystallographic plane).  

Figure S13: Energetic profile along the rubrene:fullerene interface (b-c-crystallographic plane).  
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Figure S14: Energetic profile along the squaraine:fullerene interface (a-c-crystallographic 

plane).  

 

Figure S15: Energetic profile along the squaraine:fullerene interface (b-c-crystallographic 

plane).  
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Figure S16: Energetic profile along the TAA:fullerene interface (a-b-crystallographic plane).  

 

Figure S17: Energetic profile along the TAA:fullerene interface (a-c-crystallographic plane).  
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Figure S18: Energetic profile along the TAA:fullerene interface (b-c-crystallographic plane).  

 

Figure S19: Energetic profile along the TBA:fullerene interface (a-b-crystallographic plane).  
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Figure S20: Energetic profile along the TBA:fullerene interface (b-c-crystallographic plane).  

 

Figure S21: Energetic profile along the TAM:fullerene interface (a-c-crystallographic plane).  
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Figure S22: Energetic profile along the TAM:fullerene interface (b-c-crystallographic plane).  
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Influence of the interfacial electric field on the interfacial excitation energies of representative 

systems 

To demonstrate the influence of the employed electric fields on the interfacial excitation energies, 

excitation energies calculated with and without the electric field are compared for four representative 

systems, i.e., for the interfaces composed of fullerene C60 and DIP, the squaraine, the 

diketopyrrolopyrrole or HB194. Tables S8 through S11 display excitation energies for the four systems. 

Please keep in mind that interfacial excitations are neutral excitations of the donor component next 

to a ground-state fullerene. They are not charge-transfer excitations. The dimers are consecutively 

numbered with an arbitrary order. 

Table S8: Interfacial excitation energies calculated with and without the electric field at the (a-c)-

DIP:fullerene interface. 

Dimer interfacial exciton  (vertical) interfacial excited fullerene interfacial exciton (relaxed) 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

1 2.34 2.37 1.98 2.01 1.94 1.97 

2 2.35 2.37 1.98 2.01 1.96 1.97 

3 2.36 2.36 1.99 2.01 1.96 1.97 

4 2.36 2.36 1.98 2.01 1.96 1.96 

5 2.26 2.37 1.98 2.01 1.95 1.97 

6 2.34 2.37 1.98 2.01 1.95 1.97 

7 2.35 2.36 1.97 2.00 1.97 1.97 

8 2.34 2.36 1.97 1.99 1.95 1.97 

9 2.35 2.37 1.99 2.01 1.96 1.97 

10 2.34 2.36 1.98 2.01 1.95 1.97 

11 2.35 2.33 1.77 1.93 1.76 1.92 

12 2.33 2.37 1.99 2.01 1.94 1.97 

13 2.33 2.37 1.98 2.00 1.94 1.97 

14 2.33 2.37 1.98 2.01 1.94 1.97 

15 2.35 2.37 1.99 2.01 1.95 1.97 

16 2.34 2.37 1.98 2.00 1.95 1.97 

17 2.36 2.36 1.98 2.00 1.79 1.96 

18 2.35 2.37 1.98 2.00 1.95 1.97 

19 2.35 2.37 1.98 2.01 1.96 1.97 

20 2.35 2.37 1.99 2.01 1.96 1.97 

21 2.36 2.36 1.99 2.01 1.96 1.97 

22 2.36 2.37 1.99 2.01 1.92 1.97 

23 2.35 2.37 1.98 2.01 1.96 1.97 

24 2.35 2.37 1.98 2.01 1.96 1.97 

25 2.35 2.37 1.99 2.01 1.95 1.97 

26 2.36 2.37 1.99 2.01 1.96 1.97 

27 2.35 2.37 1.99 2.01 1.96 1.97 

28 2.36 2.36 1.98 2.01 1.96 1.97 

29 2.39 2.36 1.98 2.01 1.96 1.97 
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30 2.39 2.33 1.94 1.99 1.72 1.94 

31 2.36 2.37 1.99 2.01 1.96 1.97 

32 2.36 2.36 1.98 2.01 1.96 1.97 

 

Table S9: Interfacial excitation energies calculated with and without the electric field at the (a-c)-

HB194:fullerene interface. 

Dimer interfacial exciton  (vertical) interfacial excited fullerene interfacial exciton (relaxed) 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

1 2.15 2.33 1.96 1.97 2.00 2.18 

2 2.16 2.34 1.98 2.00 2.01 2.18 

3 2.23 2.34 1.97 1.97 2.06 2.18 

4 2.23 2.34 1.99 2.01 2.06 2.18 

5 2.25 2.29 1.85 1.84 2.25 2.16 

6 2.25 2.34 1.99 2.01 2.09 2.18 

7 2.21 2.34 1.99 2.01 2.05 2.18 

8 2.21 2.34 1.99 2.01 2.05 2.18 

9 2.20 2.34 1.99 2.01 2.03 2.18 

10 2.16 2.34 1.99 2.01 2.01 2.18 

11 2.35 2.35 1.99 2.01 2.19 2.19 

12 2.49 2.34 1.99 2.01 2.33 2.18 

13 2.47 2.34 1.99 2.01 2.31 2.18 

14 2.25 2.05 1.70 1.72 1.73 2.17 

15 2.10 2.34 1.99 2.01 1.96 2.18 

16 2.08 2.34 1.99 2.01 1.94 2.18 

17 2.09 2.34 1.99 2.01 1.95 2.18 

18 2.14 2.34 1.99 2.01 1.98 2.18 

19 2.14 2.34 1.99 2.01 1.98 2.18 

20 2.30 2.31 1.95 1.96 2.16 2.15 

21 2.54 2.34 1.99 2.01 2.38 2.18 

22 2.46 2.34 1.99 2.01 2.30 2.18 

23 2.44 2.34 1.99 2.01 2.28 2.18 

24 2.38 2.34 1.99 2.01 2.22 2.18 

25 2.52 2.34 1.99 2.01 2.36 2.18 

 

Table S10: Interfacial excitation energies calculated with and without the electric field at the (a-c)-

Diketopyrrolopyrrole:fullerene interface. 

Dimer interfacial exciton  (vertical) interfacial exciton (relaxed) 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

1 1.80 1.81 1.41 1.42 
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2 1.80 1.81 1.41 1.42 

3 1.80 1.81 1.41 1.42 

4 1.80 1.81 1.41 1.42 

5 1.80 1.81 1.41 1.42 

6 1.80 1.81 1.41 1.42 

7 1.79 1.81 1.40 1.42 

8 1.79 1.81 1.40 1.42 

9 1.79 1.81 1.40 1.42 

10 1.81 1.81 1.42 1.42 

11 1.81 1.81 1.42 1.42 

12 1.81 1.81 1.42 1.42 

13 1.79 1.81 1.36 1.40 

14 1.76 1.81 1.38 1.42 

15 1.81 1.81 1.42 1.42 

16 1.79 1.81 1.40 1.42 

17 1.79 1.81 1.40 1.42 

18 1.79 1.81 1.40 1.42 

19 1.81 1.81 1.43 1.42 

20 1.81 1.81 1.43 1.42 

21 1.81 1.81 1.43 1.42 

22 1.81 1.81 1.43 1.42 

23 1.81 1.81 1.42 1.42 

24 1.81 1.81 1.42 1.42 

25 1.78 1.81 1.39 1.42 

26 1.78 1.81 1.39 1.42 

27 1.78 1.81 1.39 1.42 

28 1.78 1.81 1.38 1.42 

 

Table S11: Interfacial excitation energies calculated with and without the electric field at the (a-c)-

Squaraine:fullerene interface. 

Dimer interfacial exciton  (vertical) interfacial exciton (relaxed) 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

with  
electric  
field [eV] 

without  
electric  
field [eV] 

1 1.77 1.78 1.74 1.74 

2 1.78 1.78 1.75 1.75 

3 1.77 1.77 1.74 1.74 

4 1.77 1.77 1.74 1.74 

5 1.77 1.77 1.74 1.74 

6 1.77 1.77 1.74 1.74 

7 1.78 1.78 1.75 1.74 

8 1.77 1.77 1.74 1.74 

9 1.77 1.77 1.74 1.74 

10 1.77 1.77 1.74 1.74 
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11 1.77 1.77 1.74 1.74 

12 1.77 1.77 1.74 1.74 

13 1.78 1.77 1.75 1.74 

14 1.77 1.77 1.74 1.74 

 

The values in Tables S8-S11 clearly demonstrate that the influence of the electric field on the interfacial 

excitation energies is rather limited for all molecules except for the merocyanine HB194. Depending 

on the orientation of the electric field with respect to the molecular axis of HB194, excitation energies 

change up to 0.20-0.30 eV. However, this pronounced dependency of valence excitations on the 

dielectric environment is a particularity of merocyanine dyes, which possess dipolar excited states and 

are commonly subject to solvatochromism.7,27  
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7. Evaluation of the calculated interfacial charge-transfer energies  

Constrained density functional theory (c-DFT)28 was shown to provide very accurate charge-transfer 

energies of organic donor-acceptor pairs.29 However, calculating all interfacial charge-transfer energies 

with c-DFT would be computationally too demanding, the more so as donors with more than 100 

atoms are involved. We therefore employed the approximate scheme defined in Eq. 5 based on the 

electron affinity, the ionization potential, and the Coulomb attraction.  

𝐸𝑐ℎ𝑎𝑟𝑔𝑒 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 = 𝐼𝑃𝑝−𝑡𝑦𝑝𝑒(ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) − 𝐸𝐴𝑛−𝑡𝑦𝑝𝑒(ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) −
𝑒2

4𝜋𝜀0𝜀|𝑟 |
   (Eq. 5) 

The ionization potential and the electron affinity are calculated as energy differences between 

differently charged states of the underlying heterodimer. 

𝐼𝑃𝑝−𝑡𝑦𝑝𝑒(ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) = 𝑒𝑛𝑒𝑟𝑔𝑦(ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) − 𝑒𝑛𝑒𝑟𝑔𝑦(𝑐𝑎𝑡𝑖𝑜𝑛𝑖𝑐 ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) (Eq. 6) 

𝐸𝐴𝑛−𝑡𝑦𝑝𝑒(ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) = 𝑒𝑛𝑒𝑟𝑔𝑦(𝑎𝑛𝑖𝑜𝑛𝑖𝑐 ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟)− 𝑒𝑛𝑒𝑟𝑔𝑦(ℎ𝑒𝑡𝑒𝑟𝑜𝑑𝑖𝑚𝑒𝑟) (Eq. 7) 

To evaluate this approximate scheme, we performed c-DFT calculations on the charge-transfer 

energies of a large number of heterodimers situated along the (a-b)-, (a-c)-, and (b-c)-interface of the 

anthracene:fullerene system. The B3LYP-D310,24,30,12,11,13 functional and the cc-pVDZ14 basis sets were 

employed. To guarantee convergence, the computations were conducted in the gas phase. The 

NWChem program31 package was employed.  

Resulting c-DFT gas-phase charge-transfer energies cannot be numerically compared to the charge-

transfer energies obtained from Eq. 5 because the latter are obtained in a polarizable continuum 

environment. However, as already mentioned, this investigation focusses rather on correct trends than 

on correct numerical values. Hence it is most significant that the trends of the charge-transfer energies 

predicted by c-DFT and by Eq. 5 are similar. Figures S23-S28 show the correlations of charge-transfer 

energies of anthracene-fullerene dimers obtained with c-DFT (“CT energy (c-DFT(B3LYP))”) and with 

Eq. 5 (“CT energy (RI-BLYP)”). 

 

Figure S23: Comparison of vertical interfacial charge-transfer states at the (a-b)-anthracene:fullerene 

interface obtained with c-DFT and with Eq. 5. 
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Figure S24: Comparison of relaxed interfacial charge-transfer states at the (a-b)-anthracene:fullerene 

interface obtained with c-DFT and with Eq. 5. 

 

Figure S25: Comparison of vertical interfacial charge-transfer states at the (a-c)-anthracene:fullerene 

interface obtained with c-DFT and with Eq. 5. 
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Figure S26: Comparison of relaxed interfacial charge-transfer states at the (a-c)-anthracene:fullerene 

interface obtained with c-DFT and with Eq. 5. 

 

Figure S27: Comparison of vertical interfacial charge-transfer states at the (b-c)-anthracene:fullerene 

interface obtained with c-DFT and with Eq. 5. 
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Figure S28: Comparison of relaxed interfacial charge-transfer states at the (b-c)-anthracene:fullerene 

interface obtained with c-DFT and with Eq. 5. 

From the correlations shown in Figure S24-S28, it becomes evident that Eq. 5 and c-DFT predict similar 

trends for charge-transfer energies. This validates the approach. 
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Exemplary calculation of charge transport states at the DIP:fullerene interface  

To further clarify the calculation of the charge transport states, the energy calculation of one 

(arbitrarily chosen) charge-transport state at the DIP:fullerene interface is described in detail in the 

following. 

1. A dimer of DIP molecules is associated with a dimer of fullerenes. To associate them, the following 

conditions must be fulfilled. (1) The centers of mass of the two dimers are separated by 

approximately equal distances from the interfacial plane. (2) A heterodimer at the interfacial plane 

exists that is located approximately midway between the fullerene and the DIP dimer. 

It is hence assumed that a geminate pair formed on this interfacial heterodimer split up into an 

electron-hole pair. The electron is now situated on the fullerene dimer; the hole is located on the 

DIP dimer. 

2. If a vertical charge-transport state is to be calculated, ground-state geometries of DIP and fullerene 

are used to superimpose underlying force-field geometries. If a relaxed charge-transport state is 

to be calculated, cationic geometries of DIP and anionic geometries of fullerene are used to 

superimpose underlying force-field geometries. In the model, equal geometries are always used 

for both monomers of any dimer, assuming that the influence of the environment on the monomer 

structure can be neglected. This assumption turned out to be very accurate in various previous 

computations about photo-induced relaxation processes.25,32,33 

3. Compared with the neutral ground state of the system, (1) a DIP dimer is ionized, (2) a fullerene 

dimer has accepted an electron, and (3) Coulomb attraction exists between the electron and the 

hole. 

4. The ionization potential of the DIP dimer is calculated with RI-BLYP/cc-pVDZ and the MARIJ 

approximation as the energy difference between the cationic DIP dimer and the neutral DIP dimer 

both embedded in a polarizable continuum modeling the influence of the amorphous 

environment. 

5. The electron affinity of the fullerene dimer is calculated with RI-BLYP/cc-pVDZ and the MARIJ 

approximation as the energy difference between the neutral fullerene dimer and the anionic 

fullerene dimer embedded in a polarizable continuum solvent. 

6. The Coulomb attraction is calculated as the electron-hole interaction between the centers of mass 

of the DIP dimer and the fullerene dimer. The permittivity of the polarizable continuum solvent is 

taken into account. 

7. Summing up the three contributions yields one charge transport state energy (=one polaronic 

energy). If a relaxed transport state is calculated, the ground-state reorganization is additionally 

added (because of the neutral ground-state reference). 

8. The calculated charge-transport energy is twice incorporated into the diagrams. (1) The position 

of the center of mass of the DIP dimer is used to represent a transport state for a hole in the donor 

phase (right-hand side). (2) The position of the center of mass of the fullerene dimer is employed 

to display a transport state for an electron in the fullerene phase (left-hand side). 
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Outline of adopted methods used to calculate the states  

Table S12 gives a summary of how the different states contained in the diagrams are calculated. 

State Symbol QM Environment 

bulk excitations   

bulk exciton (vertical)  ZINDO on homodimers composed of SCS-

CC2/cc-pVDZ ground-state monomer 

geometries 

PCM 

bulk exciton (relaxed)  ZINDO on homodimers composed of SCS-

CC2/cc-pVDZ excited-state monomer 

geometries 

PCM 

interfacial excitations   

interfacial exciton 

(vertical) 

 ZINDO on heterodimers composed of an 

SCS-CC2/cc-pVDZ ground-state donor and 

an SCS-CC2/cc-pVDZ ground-state 

fullerene 

PCM + electric field 

 interfacial exciton 

(=donor) (relaxed) 

 ZINDO on heterodimers composed of an 

SCS-CC2/cc-pVDZ excited-state donor 

and an SCS-CC2/cc-pVDZ ground-state 

fullerene 

PCM + electric field 

interfacial excited 

fullerene 

 ZINDO on heterodimers composed of an 

SCS-CC2/cc-pVDZ ground-state donor and 

an SCS-CC2/cc-pVDZ ground-state 

fullerene 

PCM + electric field 

polarons   

polaron (vertical)  RI-BLYP/cc-pVDZ (+ MARIJ) on pairs of 

fullerene and donor homodimers 

composed of monomers in their SCS-

CC2/cc-pVDZ ground-state geometries 

calculation of ionization potential and 

electron affinity as energy differences of 

PCM 
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differently charged states of the 

respective dimers 

polaron (relaxed)  RI-BLYP/cc-pVDZ (+ MARIJ) on pairs of 

fullerene and donor homodimers 

composed of monomers in their ωB97X-

D/cc-pVDZ charged-state geometries 

calculation of ionization potential and 

electron affinity as energy differences of 

differently charged states of the 

respective dimers 

PCM 

interfacial charge transfer   

charge-transfer state 

(vertical) 

 RI-BLYP/cc-pVDZ (+ MARIJ) on 

heterodimer composed of monomers in 

their SCS-CC2/cc-pVDZ ground-state 

geometries 

calculation of ionization potential and 

electron affinity as energy differences of 

differently charged states of the same 

heterodimer 

PCM (reduced to 

50% because of 

next-neighbor 

interactions) 

charge-transfer state 

(relaxed) 

 RI-BLYP/cc-pVDZ (+ MARIJ) on 

heterodimers composed of monomers in 

their ωB97X-D/cc-pVDZ charged-state 

geometries 

calculation of ionization potential and 

electron affinity as energy differences of 

differently charged states of the same 

heterodimer 

PCM (reduced to 

50% because of 

next-neighbor 

interactions) 
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Mass densities of generated interfacial model systems and comparison to bulk-phase densities  

Table S13 displays the mass densities of the bulk crystal structures of all employed semiconducting 

molecules. For references see Figure 1. 

Table S13: Mass densities of crystal structures. 

Semiconductor density [g/cm³] 

anthracene 1.27 

rubrene 1.27 

DIP 1.29 

squaraine 1.12 

diketopyrrolopyrrole 1.31 

triphenylamine (TBA) 1.21 

methoxy-sub. triphenylamine (TAM) 1.30 

aldehyde-sub. triphenylamine (TAA) 1.28 

MD353 1.23 

HB194 1.31 

fullerene 1.73 

 

Using approximate volumes of our interfacial model systems (due to their amorphous and non-periodic 

nature), we calculated mass densities of our interfacial model systems (Table S14). It should be noted 

that the volumes employed in the density calculations are an upper bound to the real volume of the 

amorphous systems because we fitted rectangular boxes to the interfacial model systems. This implies 

that resulting densities are a lower bound. 

We focused exclusively on the immediate vicinity of the interface. 

Table S14: Mass densities of interfacial model systems. 

System Crystallographic orientation density [g/cm³] 

anthracene a-b 1.01  
a-c 0.94  
b-c 0.88 

rubrene a-b 1.14  
a-c 1.04  
b-c 1.37 

DIP a-b 1.17  
a-c 0.98  
b-c 0.80 

squaraine a-b 0.72  
a-c 1.35  
b-c 0.75 

diketopyrrolopyrrole a-b 1.18  
a-c 1.42  
b-c 1.50 

triphenylamine (TBA) a-b 0.74 
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a-c 1.57  
b-c 0.74 

methoxy-sub. triphenylamine (TAM) a-b 1.16  
a-c 0.81  
b-c 0.67 

aldehyde-sub. triphenylamine (TAA) a-b 1.00  
a-c 1.18  
b-c 1.01 

MD353 a-b 0.85  
a-c 1.28  
b-c 1.07 

HB194 a-b 1.23  
a-c 0.75  
b-c 0.73 

 

From the values in Table S14, it is evident that the densities in the immediate vicinity of the interfaces 

are reduced with respect to the crystal densities. However, this is in line with the available literature. 

The poor and hence less dense packing at organic:organic interfaces has for example been stressed by 

Van Voorhis et al.29 (see also 8 and references therein) and by Nelson et al.34 Experimental evidence 

was provided by Seki et al.35 Our densities are also subject to considerably variations. This result 

similarly coincides with findings of Schröder et al.36 who furthermore emphasized that only limited 

experimental data is available on the packing configurations at organic:organic interfaces. Heeger and 

coworkers experimentally found considerable mass density variations at interfaces in bulk 

heterojunction (BHJ) solar cells as well.37 Jen et al. pointed furthermore out that the crystallization of 

fullerenes in BHJ cells can lead to a reduction of the interfacial density.38 

Moreover, it should be noted that a reduction of the density compared to the crystal phase does not 

only result from the nearby interface, but also from the amorphous character of the thin films. 

Experimental evidence for lower densities in amorphous films was provided by Lai and coworkers.39 A 

recent computation investigation by Risko and Brédas et al.40 furthermore demonstrated how small 

fullerene adducts can produce significant density variations and change the balance between inter- 

and intralayer polarization.  
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