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1 Classical and quantum infrared spectra of liquid

water

In Figure S1, the infrared (IR) spectra of liquid water calculated from classical and quan-

tum many-body molecular dynamics (MB-MD) simulations with the many-body MB-pol

potential energy1–3 and MB-µ dipole moment4,5 surfaces are shown. Both IR spectra were

calculated including one-body and N-body (labeled as “1B + NB” in the main text), but not

explicit short-range two-body, induced contributions to the total dipole moment. The quan-

tum MB-MD simulations were carried out within the centroid molecular dynamics (CMD)

formalism,6–12 with simulations performed in the normal-mode representation using the adi-

abatic separation scheme of Ref. 9. Decoupling between the dynamics of the centroid and

non-zero frequency normal modes was enforced with an adiabaticity parameter γ = 0.1,13,14

and a timestep of 0.02 fs was found to be sufficient for energy conservation. The classical IR

spectrum was obtained by averaging over 30 trajectories of 100 ps each, while the CMD IR

spectrum was obtained by averaging over 20 trajectories of 27 ps each. Due to the neglect of

nuclear quantum effects (e.g., vibrational zero point energy) in the classical MB-MD simula-

tions, the IR spectrum in the OH stretching region is artificially blue shifted by ∼175 cm−1

relative to the quantum results.

2 Approximations to the time-correlation function

Figures 2 – 4 of the main text show the phase-sensitive vibrational sum-frequency generation

(PS-vSFG) spectrum of the air/water interface calculated according to Eq. 1 from classical

MB-MD simulations using the full time-correlation function (FCF) of the system dipole

moment and polarizability. While most accurate, this approach requires extensive sampling

(∼20 ns) of the underlying molecular configurations to obtain converged results. Since

the OH stretching region of the PS-vSFG spectrum primarily probes the intramolecular
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Figure S1: IR spectra of liquid water at ambient conditions (T = 298.15 K) calculated from
classical MB-MD (green) and quantum MB-MD (red) simulations with the many-body MB-
pol potential energy and MB-µ dipole moment surfaces, using the “1B + NB” approximation.
The quantum MB-MD simulations were carried out within the CMD formalism. Also shown
as a dashed green trace is the classical MB-MD OH vibrational band shifted by -175 cm−1

to approximately account for nuclear quantum effects.

vibrations, it was shown that the time-correlation function of Eq. 1 can be rewritten in a

way that excludes correlations between molecules that are not nearby.15 Neglecting these

non-local correlations, which make a small contribution but require extensive sampling to

converge, represents an effective strategy to minimizing the simulation time required to

calculate converged PS-vSFG spectra.

Following Ref. 15, two approximations to the full time-correlation function are examined

in Figure S2: 1) an autocorrelation function (ACF) that includes only contributions from

the time dependence of the dipole moment and polarizability on the same molecules, and

2) a truncated cross-correlation function (TCF) that includes the ACF contributions as well

as correlations between the dipole moment and polarizability of neighboring molecules lying

within a predefined cutoff distance. The use of the ACF and TCF approximations reduces
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the simulation time required to obtain converged PS-vSFG spectra to approximately a few

hundred picoseconds and a nanosecond, respectively. For the calculations presented in Fig-

ure S2, the TCF PS-vSFG spectrum was obtained including only contributions from pairs

of molecules whose oxygen atoms were separated by less than 3.7 Å. This cutoff distance

ensures that all molecules within the first solvation shell contribute to the TCF. It is im-

portant to note that both the ACF and TCF results rely on partitioning the total dipole

moment and polarizability of the system into molecular contributions. Due to the similarity

between the full MB-MD and “1B + NB” PS-vSFG spectra (shown as red and yellow traces

in Figure 3 of the main text, respectively), only the “1B + NB” approximation in considered

in the comparison presented in Figure S2 since it enables a natural definition of the dipole

moment and polarizability of each water molecule.

The ACF approximation, including only the correlation of each molecule with itself, con-

sistently underestimates the signal in the low-frequency portion of the spectrum where the

vibrations are most strongly affected by intermolecular interactions. When the correlation of

the dipole moment of one molecule with the polarizability of all other neighboring molecules

is included within the TCF approximation, the free OH peak decreases in intensity while

the hydrogen-bonded band between 3,100 cm−1 and 3,600 cm−1 becomes broader. In the

FCF PS-vSFG spectrum obtained when all correlations are taken into account the hydrogen-

bonded band appears to be slightly shifted towards lower frequencies as well as to lack some

(negative) intensity on the blue side portion (i.e., more weakly hydrogen-bonded configu-

rations). The comparison with the full MB-MD spectrum shown in Figure 3 of the main

text suggests that the latter feature is likely associated with the “1B + NB” approximation

being not capable of fully describing many-body electrostatic effects. Figure S2 shows that

the TCF results represent a reasonable approximation to the FCF PS-vSFG spectrum re-

quiring roughly 1/20th of the corresponding simulation time. Since, due to the associated

computational cost, the calculation of the FCF from MB-MD simulations within the CMD

formalism is currently not feasible, the TCF approximation effectively enables CMD calcula-
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Figure S2: Comparison between the PS-vSFG spectra of the air/water interface calculated
from classical MB-MD simulations with the many-body MB-pol water potential using dif-
ferent approximations to the time-correlation function (Eq. 1 in the main text). ACF: auto-
correlation function approximation, TCF: cross-correlation function approximation, FCF:
full correlation function. All calculations were carried out using the “1B + NB” approxima-
tion to the total dipole moment and polarizability (see text for details). The experimental
spectra from Refs. 16 and 17 are shown in dark and light blue, respectively. As in Figures 2
– 4 of the main text, all classical spectra are shifted by -175 cm−1 to approximately account
for nuclear quantum effects.

tions of quantum PS-vSFG spectra. In the present study, the quantum PS-vSFG spectrum

of the air/water interface shown in Figure 1 of the main text was calculated from CMD

simulations within the TCF approximation described above. Although a cutoff distance of

3.7 Å was used in the CMD calculations, the results were found to be effectively insensitive

to the choice of the cutoff, which is consistent with the local nature of the PS-vSFG signal

for frequencies above 3,000 cm−1.
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3 Analysis of hydrogen bonding at the air/water

interface

The analysis of the hydrogen-bonding structure at the air/water interface was carried out

using the definition of the instantaneous interface introduced in Ref. 18. Specifically, the

differences in the classical MB-MD PS-vSFG spectra calculated with and without including

explicit short-range three-body contributions (Figure 4 in the main text) can be rationalized

in terms of different of hydrogen-bond topologies as defined in Ref. 19. In panel a) of

Figure S3, the water density relative to the bulk density is shown as a function of the distance

from the instantaneous interface (located at z = 0 Å). While the density of liquid water

at ambient conditions predicted by classical MB-MD simulations with the MB-pol water

potential without explicit short-range three-body contributions is significantly higher (1.08

g/cm3) than the value obtained when all many-body effects are taken into account (1.004

g/cm3), the density profiles with respect to the instantaneous interface are remarkably similar

in the two cases. Further examination of the local hydrogen-bonding motifs as a function of

the distance from the interface, however, reveals that classical MB-MD simulations without

explicit three-body contributions predict a larger fraction of tetrahedrally coordinated water

molecules (labeled as “4d” molecules)19 than classical MB-MD simulations with the full MB-

pol potential, which instead favor configurations with molecules both donating and accepting

a single hydrogen bond (“2s” molecules)19 near the interface as reported in Table S1.

Table S1: Fractions of water molecules within 3.2 Å of the instantaneous interface in “2s”
and “4d” hydrogen-bonding configurations predicted by classical MB-MD simulations with
and without including explicit three-body contributions (no 3B).

MB-MD MB-MD (no 3B) ∆
2s 19.6% 16.7% -2.9%
4d 34.8% 37.8% +3.0%
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Figure S3: Water density relative to the bulk density as a function of the distance from the
instantaneous interface located at z = 0 Å. The results from classical MB-MD simulations
with the MB-pol water potentials including all many-body effects (red) and without including
explicit short-range three-body contributions (blue) are shown. Panel a) shows the total
density of the water molecules, regardless of their hydrogen bonding environment. Panels
b) and c) show the density of molecules in “2”s and “4d” hydrogen-bonding environments,
respectively.
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