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Modifying the leaving-group bridging oxygen alters nucleotide incorporation efficiency, fidelity and catalytic mechanism of DNA polymerase 
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1. Analyzing the trend in LFER of phosphate diester hydrolysis

Base catalyzed phosphate diester hydrolysis reactions can be described by the steps considered below:


[image: image1.wmf]  

B

+

R

'

O

-

PO

2

-

-

Y

+

ROH

®

BH

+

R

'

O

-

PO

2

-

-

Y

+

RO

-

®

BH

+

R

'

O

-

PO

2

-

-

OR

+

Y

-

        


(1S)

The energetics of each step can be described schematically by the energy diagram of Figure 1S (even if some steps are partially concerted). This diagram describes the free energy surface of each state by a Marcus type parabola and uses the intersection of these parabolas to estimate the position of the transition state (TS). The height of the TS is obtained by subtracting from the intersection the energy associated with the mixing of the two intersecting states (H12 in Figure 1S). Now if, for example, we shift down state 2 by G0 kcal/mol (now it is described by g2') the transition state will also be shifted down by a related amount and we will have a LFER of the form (1, 2) 
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where  is the Marcus' reorganization energy, which is described in Figure 1S.

Apparently, the same approach can be used to describe all the steps of Eq. 1S, which leads to multistep diagrams of the type depicted in Figure 6 of the main text. Here again we can use the LFER approach described in Figure 1S, but now the question is what is the change of the height of the highest barrier. To see this point let us focus on Figure 6, which has been constructed for the case when a given substitution changed the pKa of the leaving group. Here, the reduction of the free energy of state 4 pushes down the intersection of the parabolas for states 4 and 3. Now if the intersection of 4 and 3 is the highest point on the diagram we expect the highest barrier to go down and this will mean that the overall activation barrier will decrease and the rate constant will increase. In other words, if the P-O bond breaking is rate limiting we expect LFER of the form

log(k) =pKa,lg 




 (3S)

On the other hand, if the P-O bond breaking is not rate limiting we expect a very small effect on the rate of the overall reaction (see ref (3) for a detailed discussion)  

In the case of phosphate diesters the relevant states and multiparabola diagram are shown in Figure 6 of the main text. This diagram was also used as the basis for fitting EVB parameters used in our calculations of the protein catalyzed reaction. The numerical values shown in the diagram were derived using the observed relationship between changes in pKa,lg and the equilibrium constant, K, for the reaction (1) -> (4)  in the form log(K) = eqpKa,lg, where eq = -1.73 Because this relationship was reported for the hydrolysis of monoanions of phosphate monoesters (4) rather than diesters we had to assume that it is not affected by substituting the OH group of the substrate by the OCH3 group. This assumption is commonly used in physical organic chemistry (5). For the change of the free energy of the rate limiting step we used the LFER observed for the attack of OH- on methyl phenyl phosphate diesters (6) , log(k) = -0.94pKa,lg. 

The effect of the pKa,lg on the free energy of the pentavalent intermediate (state 3 in Figure 6) is experimentally unknown. Considering that the P-Olg distance in this intermediate is slightly longer than in the reactant state we expect this intermediate to be stabilized by the lowering of pKa,lg, but to a much smaller extent than for the TS for the rate limiting step. A simple estimate that the free energy of this intermediate is proportional to -0.2 pKa,lg was arrived at using the numerical values for the POlg distances (7) for the reactant (1.65Å), intermediate (1.8Å) and rate-limiting TS (2.3Å), and an (somewhat arbitrary) assumption that lg is proportional to the change in the POlg bond length. The variation of the free energy of the intersection of parabolas for the state (2) and (3) was then determined using the formula g‡ = 0.5G0 derived in ref (3) for the case of  >> G0. 

Although the above considerations are logical they are based on experimental reactivities of related model systems in aqueous solution rather of deoxynucleoside triphosphates. Thus we tried to establish the LFER in solution by a specialized use of the EVB approach. That is, although the EVB approach allows one to evaluate directly the relative activity of the model compounds (as was done in Figures 7 and 5S) we can also use a “parametric” approach and obtain more stable results by performing all the calculations with a single substrate, e.g. dGTP, (without any change in the charge distribution and other parameters of the leaving group) while changing the effective proton affinity of the beta oxygen. This changes the reaction exotermicity in a parametric way and allows one to see how the activation free energy is correlated with the reaction free energy with minimal computational error. In other words, by changing the so called gas phase shift in the EVB potential surfaces and staying with the oxygen system we can get a very stable estimate of the expected pKa without being subjected to the errors associated with running simulations with slightly different solute structures. Our procedure is similar in many respects to the approach of taking the Marcus parabolas and shifting them up and down without changing their shape, except that this is done in a quantitative way that takes into account exact shape of the parabolas in different states. The results of the parametric approach are presented in Figure 2S. We believe that this figure represents the best current estimate of the LFER in solution and use it as a useful  theoretical guide. 

As seen from Figure 2S we obtained a LFER between the free energies of the state (4) and the rate-limiting TS, with a slope of about 0.5. If we assume that eq between the reactant state and state (4) is identical to that observed in model compounds, i.e. eq = -1.73 (see above)  the slope calculated in Figure 2 can be converted to lg of -0.87. This value falls between the slope observed for model compounds in aqueous solution (lg = -0.94) and the slope observed from the correlation between pKa4 and log(kpol) for CH2 and CHF analogs in the protein (lg = -0.76).  

In any case, a leaving group that is the conjugate base of a polyprotic acid leaves open the question as to which pKa is the most suitable measure of intrinsic reactivity. Basically the LFER is expected for the relationship between the activation barrier and the reaction free energy (1). However , when the reaction free  energy is correlated with a given pKa we also obtain a correlation between the reaction rate and the pKa. Because the triphosphate substrate is fully deprotonated in its predominat protonation state at pH 7, and the product protonation occurs after the rate-limiting step (state 5 in Figure 6) the LFER in solution should involve the activation barrier of the bond breaking step and pKa4. In the case of an enzyme active site we also expect correlation between the log(kpol)  and the reaction free energy (1). In the optimal case when the enzyme environment provides equal stabilization to the  different substrates we should  have the same LFER as in solution and log(kpol) will be correlated with G in the same way as in solution. In this case the LFER will be between log(kpol) and pKa4, where the relevant  pKa is the pKa in solution rather than in the protein. Note, that if the protein stabilizes different transition states by the same amount it is also likely to change the pKa of the leaving group by the same amount so in principle we could have looked for a correlation between log(kpol) and the pKa in the protein. However,  the main issue is the change in pKa rather than the absolute pKa and in this case the change in pKa in solution provides the proper gauge for the LFER in the protein.
2. Simulation Methods. 

The empirical valence bond (EVB) method. The EVB is a QM/MM method that describes reactions by mixing diabatic states that correspond to classical valence-bond (VB) structures, which describe the reactant intermediate and product states.  The potential energies of the i-th diabatic state is represented by classical MM force field,
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which is shifted by an empirical constant i. In eq 1S, R and Q represent the atomic coordinates and charges of the diabatic states, and r and q are those of the surrounding protein and solvent. Uintra(R, Q) is the intramolecular potential of the solute system (relative to its minimum), USs(R, Q, r, q) represents the interaction between the solute (S) atoms and the surrounding (s) solvent and protein atoms. Uss (r, q) represents the potential energy of the protein/solvent system ("ss" designates surrounding-surrounding). Energies of diabatic states given by Eq. 1S form the diagonal elements of the EVB Hamiltonian (HEVB). The off-diagonal elements of this Hamiltonian, Hij, are assumed to be constant or they can be represented by an exponential function of the distances between the reacting atoms. In addition, the Hij elements are assumed to be the same in solution and in the proteins. The adiabatic ground state energy Eg and the corresponding eigenvector Cg are obtained by solving the secular equation
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The EVB treatment provides a natural picture of intersecting electronic states, which is useful for exploring environmental effects on chemical reactions in condensed phases.  The ground-state charge distribution of the reacting species ("solute") polarizes the surroundings ("solvent"), and the charges of each resonance structure of the solute then, interacts with the polarized solvent.  This coupling enables the EVB model to capture the effect of the solvent on the quantum mechanical mixing of the different states of the solute. 

EVB parametrization. The effect of the  substitution on the calculated EVB parameters was determined for the octahedral model of Mg2+ ion (8), which uses six charged dummy atoms to force the metal ligands to occupy octahedral positions and to limit the ligand exchange. Due to these metal properties, the reaction trajectories for all three systems were forced to sample very similar configurations. Consequently, the shifts of the EVB parameters obtained by fitting the observed activation free energies and LFER in solution using the six-center metal model (Figure 3S) reflect the structural differences of the three substrates rather than random character of the sampled trajectories and phosphate-metal interactions. These parameter shifts were added to the EVB parameters for the dGTP hydrolysis in water calculated using the classical single-center model of the Mg2+ ion with parameters R* = 1.30 Å, = 0.06 kcal/mol determined previously (9). The same classical Mg2+ model was used for the EVB/MM calculations in the protein. The approach of determining structure-dependent shifts of EVB parameters for –CH2- and CF2- bridging groups using a different metal parameters than those used in the protein calculations is proper because the metal ions do not directly interact with the  bridging groups.

The reaction profiles of Figure 3S and corresponding EVB parameters in Table 1S reflect assumption that the reaction free energy surface in solution has a shallow minimum corresponding to the dianionic pentavalent oxyphosphorane intermediate (state 3 in Figure 6). Although the presence of this intermediate was confirmed by recent high-level ab initio calculations (7) the calculated intermediate was separated from the reactant and product states by about 1 kcal/mol, which is less than the accuracy of the applied ab initio method. Perhaps more importantly, ab initio calculations were carried out for the methanolysis of dimethyl phosphate.  The methoxide leaving group in this model reaction is structurally significantly different than pyrophosphate.   

To model a concerted reaction in solution, in which the dianionic oxypentaphosphorane represents a transition state rather than intermediate, we lowered the free energy of the TS1 of the reaction in water by increasing the H23 coupling parameter from 23.4 to 27.0 kcal/mol (Table 1S).  This modification resulted in a flat free energy surface for the state (3), which allowed us to unambiguously connect the surfaces for the first (2 to 3) and the second (3 to 4) step of the reaction. This selection of the parameter H23 was unique because a lower value than 27 cal/mol would lead to a stepwise profile whereas a larger value would not allow unambiguous connection to the reaction surface for the subsequent reaction step. To obtain correct experimental estimates of the free energy of TS2 (9) we slightly modified H34 and 4 parameters from their values used to determine the stepwise reaction profile (Table 1S). The EVB parameters for the –CH2– and –CF2– substituted compounds were determined by applying same shifts from their reference values for the –O– compound as described in the preceding paragraph.  Because the sampling trajectory and the reaction coordinate used in the simulation of the concerted reaction is the same as for the stepwise reaction (the only difference is the free energy profile) we call the resulting model semi-concerted.   

Force field parameters. Configurational ensembles for the evaluation of EVB/MM free energies were generated from MD trajectories using the AMBER force field (10) implemented in the program Q (11). The charges and vdW radii for the triphosphate moiety of dGTP4- and for Mg2+ ion were identical as those used in our previous simulations (7, 9). The charge distributions for the substrates with the –CF2– and CH2–  bridging groups were determined from molecular electrostatic potentials, which were calculated at the B3LYP level using the polarized continuum model (PCM) of aqueous solution and TZVP basis set (12). These calculations were carried out for the molecules of methyl triphosphate containing the same bridging groups. Each of these molecules was considered to be in complex with a single Mg2+ ion and protonated at the unmethylated terminal phosphate, yielding total charge of -1 for each complex. The initial coordinates were taken from the triphosphate and structural Mg2+ parts of the ddCTP substrate in the 1BPY crystal structure of the ternary complex of pol , where the  bridging oxygen was manually replaced by the  –CF2– or –CH2–  group.  The geometry of each complex was optimized in aqueous solution using PCM/B3LYP/6-31G* method using loose geometry convergence criteria of the Gaussian03 program. The resulting geometries served also as a basis for adjusting bonding parameters of the molecular-mechanics force field (see below). The comparison of the resulting electrostatic potential-derived atomic charges of the three studied systems revealed that the effects of the substitution of the  bridging oxygen by the –CF2– or –CH2– groups were largely localized to this group and adjacent phosphorus atoms. Taking into account the calculated charge differences and the fact that we decided to retain the charges used previously for dGTP, we arrived to the following atomic or group charges (in a.u.; charges of the corresponding atoms or groups in dGTP4- are given in parentheses): dGPPCH2P4-: Pg, 1.09 (1.20); CH2 group, -0.32 (-0.50); C, -0.60; H, 0.15; Pb, 1.10 (1.19), dGPPCF2P4-: Pg, 1.11 (1.20); CF2 group, -0.30 (-0.50); C, 0.00; F, -0.16; Pb, 1.10 (1.19). The van der Waals parameters R* = 1.81 Å and  = 0.21 kcal/mol of the F atom were adjusted by comparing the quantum-mechanical and molecular-mechanical geometries of the CH2F2…OH2 complex in the gas-phase. Standard Amber 95 parameters were used for the C and H atoms (atom types CT and H1, respectively) (10) of the bridging CH2 group and for the C atom (CT) of the CF2 group. The harmonic parameters for the CT-F bond and F-CT-F bond angle were 734 kcal*mol-1Å-2, 1.37 Å, 230 kcal*mol-1, and 107 Deg, respectively. The harmonic parameters for the CT-P bond, and P-CT-P and P-CT-F bond angles were 500 kcal*mol-1Å-2, 1.81 Å, 120 kcal/mol, 120 Deg, 200 kcal/mol and 108.5 Deg.  Remaining bonding parameters involving the P-CT bond, including torsional parameters, were set to be the same as the corresponding Amber95 parameters involving the P-OS bond. 

Initial structure preparation. The simulations were initiated using the high-resolution crystal structure of the human DNA polymerase -DNA-ddCTP ternary complex (PDB code 2FMP) (13). All the crystallographic water molecules were replaced by TIP3P waters generated using the Qprep (11) program by immersing the simulation sphere into the sphere of bulk water molecules. Those water molecules that were not sterically overlapping with the atoms present in the crystal structure were retained in the starting structures for the MD simulations.  The origin of the simulation sphere was placed at the coordinates of the C4’ atom of ddCTP in the crystal structure. 3’-terminal dideoxynucleotide of the primer strand was modified by adding the 3’-OH group. The G•ddCTP base pair was replaced with the C•dGTP pair and Na+ ion was substituted by Mg2+. The MD simulations were carried out with the following selection of the charged amino acid residues: ARG (40,102,149,152,182,183,243,254,258,283,299,328,333), ASP (145,190,192,226,256,276,321,332), LYS (27,48,141,148,234,280,317,331), GLU (147,154,186,295,316,329,335), HIP (135). This selection, along with dGTP4-, 2 Mg2+, and 7 DNA phosphates resulted in the zero total charge inside the simulation sphere. In general, this selection of the charged residues is consistent with Glu, Asp, Lys, Arg, and phosphate groups that lie closer than 19 Å from the center of the simulation sphere having charges based on their pKa constants in water. All residues father than 19 Å from the center of the simulation sphere were overall electroneutral. Positions of atoms lying farther than 24 Å sphere from the centre were fixed at their crystallographic positions. The structure of the simulated system was relaxed by the two 30000- and 20000-step MD simulations at 5K that used a stepsize of 0.005 and 0.01 fs, respectively. In these simulations, 200 kcal/mol harmonic positional restraints were applied on the positions of all protein and DNA atoms. No positional restraints were used in further simulations. The two initial simulations were followed by a sequence of four 20000 step simulations with increasing stepsize (up to 0.5 fs), and one 50000 step simulation with the stepsize 1.0 fs. These calculations were followed by a gradual heating of the simulated system from 5K to 298K in a series of eight MD simulations with gradually increasing stepsize (0.5 to 1 fs) and 200 ps total simulation time. Next, the simulated system was equilibrated by 2 ns simulation using a 2 fs stepsize. This equilibration was followed by the FEP calculation for the deprotonation of the 3’OH group, which took 2 ns of the simulation time. The final geometry from this simulation was used to generate a new topology file, in which the proton of the 3’OH group was removed and (in case of simulations involving modified substrates) the  bridging oxygen was manually replaced by the –CF2- or –CH2- groups and equilibration for the systems with substrates containing these groups was continued for another 500 ps. 

System used for simulation of the reference reaction in water consist of the dGTP4-, dGPP(CF2)P4- or dGPP(CH2)P4- complexes with both the catalytic and the structural Mg2+ ions and O3’-deprotonated deoxyribose part of the 3’-primer residue immersed in 24Å water sphere. Simulation conditions used for reaction in water were identical as those for the enzyme-DNA-dGTP ternary complexes, see paragraph above. 

General simulation conditions. The simulated solute molecules were immersed in a sphere (24 Å radius) of TIP3P water molecules subjected to the surface-constraint all-atom solvent (SCAAS) type boundary conditions(11, 14, 15). These constraints were designed to mimic infinite aqueous solution. DNA and protein atoms protruding beyond the sphere boundaries were restrained to their coordinates in the crystal structure using harmonic restraints. Nonbonding interactions of these atoms were turned off. Nonbonding interactions between non-substrate atoms inside the simulation were subjected to a 10 Å cutoff. The local-reaction field (LRF) method (15, 16) was used to treat long-range electrostatic interactions for distances beyond a 10 Å cutoff. For substrate atoms, non-bond interactions with the remaining part of the simulated system were explicitly evaluated for all distances. All production trajectories generated constant-temperature ensembles at 310K. The SHAKE algorithm (17) was used for bonds involving hydrogen atoms. The structure and trajectory analyses were carried out using the program 1.8.4 (18).

The FEP/EVB calculations were carried out using energies sampled along a 2 ns MD trajectory connecting reactant and product diabatic states. Integration stepsize of 1 fs was used.  The MD trajectory was subdivided into 51 windows to facilitate slow change of the reactant potential energy surface into the product surface. Energies were sampled every 10th step. The sampled diabatic energies of all states were used for the calculation of EVB energies using eq 5S. The resulting data were analyzed using the umbrella-sampling procedure to generate EVB free energy profiles (Figure 7, Figure 5S) and corresponding activation free energies (Table 2S) for the reaction. 
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Table 1S

EVB Hamiltonian parameters (kcal/mol) used in the EVB/MM calculations utilizing classical single-center model of Mg2+.  

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––


stepwise model
semi-concerted model

Parametera
–––––––––––––––––––––––
––––––––––––––––––––––––


-O-
-CH2-
-CF2-
-O-
-CH2-
-CF2-

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

H23
23.4
23.4
24.9
27.0
27.0
28.5

H34
37.8
37.9
39.5
35.8
35.9
37.5

H24
0.0
0.0
0.0
0.0
0.0
0.0

2
5.1
5.1
5.1
5.1
5.1
5.1

3
231.5
234.9
228.2
231.5
234.9
228.2

4
-43.3
-24.9
-61.7
-41.5
-23.1
-59.9

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

a Eq.4

Table 2S

Comparison of the calculated and observed relative rate constants for the insertion of  substituted dGTP substrates by pol . 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––



stepwise model
semi-concerted model
experiment

-X-
pKa(4)
–––––––––––––––––––––
–––––––––––––––––––––
–––––––––



g‡(kcal/mol)a
k(X)/k(O)
g‡(kcal/mol)a
k(X)/k(O)
k(X)/k(O)

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

-CF2-
7.63
16.6
0.2
15.5
0.4
1.6

-O-
8.91
15.6
1.0
15.0
1.0
1.00

-CH2-
10.7
16.5
0.4
16.9
0.05
0.11

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

a The calculation assumes that the 3’OH group of the nucleophile has pKa 9. The assumed pKa value is the average of the results of several calculations that provide pKa’s from 11.5 to 8 kcal/mol depending on simulation conditions. The pKa assumption does not affect the relative rate constants.  
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Figure 1S: A schematic description of the relationship between the free energy difference, G0, and the activation free energy, g, in a hypothetical reaction step (X-YX-Y+). The figure illustrates how a reduction of the energy of the X-Y+ state by G0 results in the corresponding reduction of the activation barriers, g.
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Figure 2S. The predicted LFER for the reaction in aqueous solution for the case when P-O bond breaking is rate-limiting. The EVB parameters used to generate the intermediate  point in this LFER correspond to dGTP substrate in aqueous solution (limiting case depicted in Figure 7 top).  The remaining points were obtained by changing the gas phase shift  (eq. 4 - see below) for the state (4) in Figure 6. The change in  shifted the calculated reaction free energy in solution, G0 up and down, which changed g‡ as well (see equation 2 and figure 1S). The exact amount of this shift was obtained using the EVB approach described in section 2. 
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Figure 3S

Free-energy surfaces for the nucleophilic attack and PO bond breaking steps of the stepwise nucleotidyl transfer reaction in water calculated using the octahedral model of Mg2+ ion 8. The black, red and blue curves denote the triphosphate substrates with the –O, CH2and CF2,  bridge, respectively. The free-energy scale was assigned for the state (1), which is not shown in the graph, to be at the zero free energy level. The free-energy profiles in water were forced to reproduce the observed and derived Bronsted LFER in water (Figure 6), the absolute activation barrier 9, and the relatively flat profile near dianionic pentavalent intermediate obtained by ab initio quantum chemical calculations 7 by adjusting the H23, H34, 3 and 4 parameters in the EVB Hamiltonian. Differences of these parameters between the reference substrate containing the –O– bridge and the substrates containing the –CH2– or –CF2– bridges were added to EVB parameters of the reference substrate determined in a calculations using the classical single-center Mg2+ model (see also the text).  
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Figure 4S

Variation of the distance between the F1 and O atoms of dGTP( CF2) substrate during the nucleophilic attack by O3’ (i.e. reaction from the state (2) to state (3) in Figures 6 and 7) in water (A) and in two separate FEP/EVB simulations in pol  (B, C). The X-axis correspond to the FEP coupling parameter  , which varies linearly from 1 in state (2) to 0 in state (3) along a continuous 2 ns MD simulation.  The F1-O distances for each individual snapshot on the continuous MD trajectory are shown as blue-dots, and their running average over 100 snapshots is shown as black line.  The F1-O distance in the protein is on average 0.25Å longer than in the protein, and in both cases is shorter than the sum of the van der Waals radii of the F (1.81Å) and O (1.68Å) atoms. The substrate and protein dynamics during the first 300 ps of the trajectory corresponding to the case C in this figure, is presented in Movie 1S.
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Figure 5S

EVB/FEP free energy surfaces for the nucleophilic attack and PO bond-breaking steps of the nucleotidyl transfer reaction in pol . The EVB parameters were obtained by assuming the stepwise free energy profile for the reference reaction in water (upper black curve, Figure 3S). The black, red and blue curves denote the insertion of dGTP, dGTP( CH2) and dGTP( CF2), respectively, opposite C in the template. The zero of the free-energy scale in both water and the protein was assigned to the state (1) (Figure 6), which is not shown in the graph.

Movie 1S

Dynamics of dGTP( CF2) in pol  active site during the initial part of the nucleophilic attack. The distance between the O3’ nucleophile and -phosphorus is indicated by the dashed white line. Note the change of the geometry of the P-O-P linkage that brings O to a close distance to one of the F atoms of the  bridging CF2 group (see also Figure 4S). 























































PAGE  
1

_1086249030.unknown

_1086636762.unknown

_1082383678.unknown

_997809553.unknown

