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Abstract: Supporting information describes: (1) the apparatus employed for measurements; (2) detection 
volume mapping; (3) relative molecular brightness determinations; (4) a description of the simulator; (5) 
the form of the raw simulator output data; and (6) the raw data table (180 data element matrix) analyzed 
in main body of the text.  
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FCS Microscope:  Briefly, a 543-nm laser beam is launched into a fiber optic (460 HP 

single mode, Thor Labs) which delivers light to the rear port of the microscope.  Optical density 

filters are located prior to the launch to control the excitation intensity reaching the sample.  

Light exiting the fiber is reflected off a dichroic mirror (555DRLP, Omega Optical) to fill the back 

aperture of a water-immersion epiplan-apo objective (150x N.A.=1.25, Carl Zeiss).  Photons 

from the sample are collected by the objective and passed back through the dichroic and a 

590WB45 band pass filter (Omega Optical), through a focusing lens in the Axiotech Vario, and 

onto an externally mounted 150-µm pinhole.  Light emerging from the pinhole is collected by a 

transfer lens and focused onto an avalanche photodiode (APD, SPCM-AQR-15, PerkinElmer 

Optoelectronics).  Electrical pulses from the APD are then correlated with an ALV multi-tau 

correlator (ALV-6010, ALV-Laser).  Sample solutions are measured by suspending a 50 µL 

aqueous droplet from the bottom of the objective using a laser power of 60 µW. 

Mapping the Detection Volume: Full details of the procedure have been described 

previously.1  Briefly, a 20 µL suspension of 175 nm diameter spheres (PS-Spec Fluospheres 

540/560, Invitrogen Molecular Probes, Carlsbad, CA) is sonicated and applied to the surface of 

a silane-derivatized glass microscope slide (Silane-Prep slides, Sigma, St. Louis, MO). The 

carboxylated polystyrene beads adhere to the surface nonspecifically without detectable 

movement during the scan. For an excitation power of ~20 nW (532 nm), the maximum count 

rate produced during the scan is ~1000 counts/4 ms. Replicate trials on different beads produce 

a similar maximum count rate, within ~15% RSD.  This ensures that single beads, rather than 

bead clusters, are used for creating maps.  Using a relatively low excitation power effectively 

minimizes photobleaching, and produces profiles that faithfully represent the DV geometry.  

Step sizes of 30 to 40 nm are used for the X and Y directions; the Z step size ranges from 100 

to 350 nm. Maps represent rectangular volumes that range in size from 1.5 x 1.5 x 5 µm to 3.5 x 
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Figure S1.  Peak photocount histogram analysis 

for relative brightness determination 

3.5 x 14 µm in X, Y, and Z, respectively. One map is acquired from a well-aligned microscope 

(Figure 1B) using a 150X water-immersion objective and a 150-micron pinhole, which 

approximates the shape of a theoretical Gaussian (Figure 1A).  A second map of an 

intentionally distorted DV (Figure 1C) is produced using two laser beams that are crossed in the 

object plane and a 150-micron pinhole.1  Crossing the beams creates a region of constructive 

and destructive interference, yielding an overall DV shape that differs from the ideal Gaussian in 

an extreme manner.  

After acquisition, the raw map data is interpolated, deconvoluted, and the background is 

subtracted, as previously described.1  Although aligned and distorted beam profiles are acquired 

from a microscope, the idealized theoretical Gaussian beam profile can be generated within the 

simulator using the mathematical expression1 for a 3D Gaussian. 

Relative Brightness Determination 

(ααααs): The brightness ratio of rhodamine-

labeled bovine serum albumin (R-BSA) and 

rhodamine B (RB) is established by 

comparing fluorescent burst intensities from 

the real-time records of RB and R-BSA 

solutions.  Droplets are suspended from the 

underside of the microscope objective and 

the concentration of fluorescent particles in 

solution is dropped to ~100 pM, which is low 

enough to ensure that a majority of bursts 

arise from only one molecule traversing the 

detection volume at a time.  In order to 
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approximate an instantaneous snapshot of molecular brightness, the bin recording time (25 µs) 

is set considerably less than the average detection volume (DV) crossing time (~100 µs, for 

RB); thus, consecutive time bins record the spatial trajectory of the molecule as it moves 

through the DV, with the peak of the burst representing the point in time when the molecule 

passes nearest to the geometric center of the DV.  The inset to Figure S1-A displays the photon 

burst record for RB.  By setting a threshold (red line) to discriminate background peaks, only the 

largest photon bursts are selected for peak photocount analysis.  The distribution of peak 

heights (above the threshold) are shown in panels A and B for RB and R-BSA, respectively.  

The peak distribution is exponential and can be fit to determine a characteristic brightness 

parameter, which is indicated by the arrows on the graph.  This value is then added to the 

threshold offset (equivalent for both RB and R-BSA time recordings) and a ratio is calculated 

from the two sums.  In this instance, the R-BSA:RB ratio is 11.7+15.1/(11.7+12.3) = 1.13.  

Single-Molecule Diffusion Simulator (SMDS): The SMDS software uses Python scripts 

to define simulation parameters (e.g., step time, the width of time bins, overall run time, diffusion 

coefficients, species brightness, species mole fraction).  The parallelized SMDS core algorithm 

is written in C and performs a random walk for particles located on a 3D lattice having periodic 

boundaries.  A map of the DV is located at the center of this simulation space. As particles 

diffuse on the lattice, light is emitted relative to the particle’s position within the DV.  This 

produces a burst of photons each time a particle crosses the DV.  The number of simulated 

photons detected in successive bin periods is assembled into a photon count vs. time record. To 

simulate shot noise, the final photon count for each bin is determined by randomly sampling 

from a Poisson distribution centered on the calculated photon sum for that bin. Each processor 

contributes a segment of this time record to the overall simulation time.  These simulated time 

recordings, produced simultaneously on multiple processors, are then used to generate an 

autocorrelation curve.  
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Figure S2. Different autocorrelation functions 

produced by variations in DV geometry 

Autocorrelation curves are produced using a distributed multi-tau autocorrelation 

algorithm,2 which allows proper processing of the simulated time segments.  The algorithm 

alleviates the need to manipulate and store a long continuous time record of photon bursts.  

Fluorescence records are correlated with a shift-register-based multi-tau correlator.  Each 

processor computes the autocorrelation curve for its portion of the simulated fluorescence 

record and transfers the curve to a master computer to be combined with results from other 

machines.  The master collates various portions of processed data and assembles the final 

autocorrelation curve.  Output from this algorithm has been shown to closely match 

autocorrelation curves derived from a single, continuous stream of data.2  Correlation curves 

derived from each of the DVs shown in Figure 1 appear distinct and reflect the geometrical 

differences between the three detection 

profiles (Figure S2).  

Impact of DV geometry: Figure 

S2 shows three autocorrelation functions 

(ACFs) arising from three different DVs, 

with all other simulation conditions 

remaining identical.  In this case Df = 2.9 

x 10-6 cm2/s, Ds = 2.9 x 10-7 cm2/s (0.1x), 

af = 0.5, CT = 0.7, αs = 1.13.  The 

duration for each simulation was 600s, 

the background count rate was 3.3 kHz, 

and the total count rate ranged from 160 

kHz to 217 kHz, depending on the DV.  Theoretical fitting functions assume a Gaussian DV 

geometry, which in this case gives rise to the black ACF.  As can be seen, distortions in the 

aligned and distorted DVs produce different ACF contours.  The difference arising from the 
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aligned DV appears to be slight (red residuals), requiring a relatively high signal-to-noise ratio in 

the ACF for visibility.  However, the distorted DV produces a curve that differs dramatically from 

the Gaussian (green residuals).  

Signal-to-Noise Ratio: Autocorrelation curves are fit using the Levenberg-Marquart 

algorithm available in Origin 8.0 Pro. The software produces a reduced chi-square parameter 

2

νχ that indicates the quality of fit, which also reflects the signal-to-noise ratio residing in the data 

set.  Solution and instrument parameters for the RB:R-BSA measurements are adjusted to 

produce 
2

νχ values that match the values obtained from the SMDS (~10-6-10-7). This represents 

a fairly high signal-to noise ratio in the autocorrelated data, which allows the impact of DV 

distortion to be fully assessed and the general information limits of two-component FCS to be 

probed.   Unless otherwise noted, simulated systems consist of 750 molecules at a 

concentration of 0.7 molecules/µm3 (~1 nM) with a simulated data collection time of 600 

seconds.  Step times for the random walk are set to 500 ns and the background is fixed at 1.5 

kHz.  Total photon count rates depend upon the specific ratio of fast and slow diffusion 

components and range from 86-400 kHz.  We also explored a limited number of scenarios 

consisting of lower signal-to-noise levels using photon count rates of ~10 kHz and analysis 

durations of 6 seconds (data not shown); however, the results show much less reproducible 

trends. 

Simulated ACF Data Sets:  Figure S3 shows autocorrelation function profiles for the 

different diffusion constants evaluated in this study.  Small organic fluorophores possess 

diffusion constants of ~2.9 x 10-6 cm2/s, typified by the aqueous rhodamine B samples 

measured on the FCS microscope.  When attached to peptides or proteins, the diffusion 

constant shifts (typically 3-10 fold), to produce a correlation curves with a larger characteristic 

tau value.  The curves shown here were either generated by the SMDS using the aligned DV 
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Figure S3. Autocorrelation curves for different component mixtures having a brightness ratio of 

1.13. Mole fraction of the fast component (af) ranges from 0-100.  (A) 0.33x simulation: Df = 2.9 x 

10
-6

 cm
2
/s, Ds = 9.7 x 10

-7
cm

2
/s); (B) Rhodamine B (RB), Rhodamine-labeled BSA (R-BSA) mixture; 

(C) 0.1x simulation: Df = 2.9x 10
-6

 cm
2
/s, Ds = 2.9 x 10

-7
 cm

2
/s).  The diffusion constant of R-BSA is 

bounded by the simulated Ds in panels A and C. 

A B C 

(Figure 1B), or were acquired directly from the FCS microscope.  Panels S3-A and S3-C provide 

lower and upper bounds to curves acquired on the microscope.  As can be seen, adjustments to 

the mole fraction produce subtle distinctions in the decay profile, shifting the curves between the 

extremes of Df and Ds. Fitting the af = 0.50 data set gives an indication of the relative signal-to-

noise ratio, producing reduced chi-squared values of ~10-7-10-6.   

 Simulation Results. Because mole fraction in binary mixtures is often an unknown, it is 

useful to have information suggesting a range of possible error that might be incurred when 

these analyses are performed.  Table S1 summarizes the range of average errors over all 

mixture compositions (af,th = 0.05-0.95) for each of the parameters measured in this study (i.e., 

diffusion constants, mole fraction, and total concentration).  Each entry in the table is calculated 

from an average of 3 trials at each mole fraction, with the lowest average and highest average 

value reported.  In a majority of cases, the values defining the reported range arise from either 

the extreme high or extreme low mole fraction, where the signal of one of the two species is the 

weakest. Thus, the ranges reported in Table S1 reveal the best and worst case scenarios for 

analyses where species mole fraction is to be determined (e.g., dye-labeled protein solutions).   



S-8 

 

Table S1.  Range of average error (3 replicate trials) over all mixture compositions.  

Errors for diffusion constants are presented as a difference factor.  Errors for mixture 

composition (af) and total concentration (CT) presented as absolute percent error.  

Values compiled from Table S1. 

 Data are organized into major categories by DV, fitting method, relative magnitude of the 

diffusion constant, and relative brightness.  In order to quantify errors above and below the 

correct values for D, we use a difference factor to express the accuracy of the calculated 

diffusion constants (Ds and Df), instead of percent error.  The difference factor is calculated by 

dividing the expected value by the measured value; thus, zero percent error is represented by a 

difference factor of 1.0.  Difference factors are not reported for Df in the fixed category because 

Df was not allowed to vary (i.e., all values are equal to 1.0).  Alternatively, the convention of 

percent error (reported as absolute value) is used to represent errors for both af and CT.  

 As expected, the largest errors in the table occur for the distorted DV with diffusion 

constants of the two species differing by a factor of three, where both diffusion constants were  

allowed to vary (i.e., rightmost column in the table). However, it is notable that even with 

extremely distorted optics, reasonable accuracies can be obtained under many circumstances 

for each of the four measured parameters. Thus, even highly misaligned instruments can be 

used effectively.  This underscores the utility of proper calibration, whereby a Gaussian 

approximation can adequately model the actual DV.  Across all DVs, CT tends to have the 

smallest absolute magnitude of error, as well as the smallest range of error, suggesting that the 
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average number density parameters ( fN and sN ) are the most resilient of the fitting 

parameters.   

The significance of the values in the table should be interpreted in tandem with the raw 

data from Table S2.  For example, an error range of 0.50-25.9% is reported for mole fraction (af) 

with the aligned DV, two free diffusion constants, 0.1x diffusion, and equal brightness (αs = 1). 

Correlating this range of errors with the data from Table S2 reveals that the largest percent error 

in this range arises from the smallest compositional mixture (af,th=0.05), where the difference 

between the theoretical and the measured values is only ~0.01.  Thus, the upper limit of 25.9% 

could be misleading due to the small absolute value of af.  However, the range of error for af 

using αs = 4 (listed just below the 0.50-25.9% entry in Table 1) is 0.11-890%.  In this case, 

comparison to Table S2 reveals that the largest error arises from an absolute difference in af of 

0.44, which is more significant.   

Table S2 contains the raw data set from which Table S1 is derived.  All 180 parameter 

combinations for the 5 dimensional data are included.  Values of CT, af, and Di are reported as 

the mean of three trials representing a total of 540 separate simulations. 
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