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Methods: Extended Description

Energy Transfer Theory

Absorption and Fluorescence: Site Basis

In the limit where all the electronic couplings in a pigment assembly are much weaker than the

electron phonon coupling, the absorption/fluorescence spectra of the collective pigment assembly

are a sum of the absorption/fluorescence spectra of the individual pigments in a protein bath. The

absorption and fluorescence spectra of an individual pigment, given by eqs. (1) and (2), are written

in terms of the vertical transition frequency (Ωµ), line-broadening function (gµ(t)), and reorgani-

zation energy (λµ).1,2 The real-value components of the Fourier transform of eq. (1) and (2) are

the frequency domain line shapes of the absorption and fluorescence spectrum, respectively.

Aµ(t) = e−iΩµ t−gµ (t) (1)

∗To whom correspondence should be addressed
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Fµ(t) = e−i(Ωµ−2λµ )t−g∗µ (t) (2)

gµ(t) =
∫

∞

0

dω

πω2 χ
′′
µ(ω)

[
(1− cos(ωt))coth

(
ω

2kbT

)
+ i(sin(ωt)−ωt)

]
(3)

λµ =

∫
∞

0

dω

πω
χ
′′
µ(ω) (4)

The absorption and fluorescence spectra of each pigment are broadened by fluctuations of the

phonon environment coupling to the electronic state of the pigments ( Hel-ph). This influence is

incorporated into the line-broadening function (gµ(t)) through the spectral density (χ ′′µ(ω)) that

describes the distribution of phonon modes as a function of frequency, weighted by their coupling

to the electronic structure of the pigment.

Absorption and Fluorescence: Hybrid Basis

In the presence of some delocalization, where the excited states of the pigment assembly can be

delocalized across multiple pigments, the absorption and fluorescence spectra are a sum of the

absorption/fluorescence spectra of the individual exciton states. The absorption and fluorescence

lineshapes, described in the time-domain, are shown in eqs. (5) and (6). Excitonic lineshapes and

reorganization energies are linear combinations of pigment functions (eqs. (7) and (8)).2

AM(t) = e−iΩMt−GMMMM(t) (5)

FM(t) = e−i(ΩM−2ΛMMMM)t−G∗MMMM(t) (6)

GMNPQ(t) = ∑
µ

Uµ,MUµ,NUµ,PUµ,Qgµ(t) (7)

ΛMNPQ = ∑
µ

Uµ,MUµ,NUµ,PUµ,Qλµ(t) (8)

Weak Inter-Pigment Electronic Coupling

Energy transfer in the weak electronic coupling limit results from coupling between the transition

dipole moments of pigments in different domains (the off-diagonal terms in Hel expressed in the
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hybrid basis of |M〉) and can be described by generalized Förster theory1,2 as shown in eq. (9).

kM←N =
|VM,N |2

h̄2
π

∫
∞

0
dtAM(t)F∗N(t) (9)

|VM,N |2 = |∑
µ,γ

Uµ,MHel
µ,γUγ,N |2 (10)

The rate of transfer is proportional to the square of the coupling between the excited states multi-

plied by the overlap of the fluorescence spectrum of the donor with the absorption spectrum of the

acceptor.

Strong Inter-Pigment Coupling

Energy transfer within a domain (because |M〉 is an eigenstate of Hel within the domain) occurs

because the electron-phonon coupling drives fluctuations in the site energies of pigments. The

changes in the site energy (the diagonal term of Hel in the site basis) result in off-diagonal cou-

plings between excitonic states (the change in the Hamiltonian results in |M〉 no longer being an

eigenstate). Phonon driven energy transfer can be described by modified Redfield theory,2,3 given

in eqs. (11)-(12), where the electron-phonon coupling is transformed into the exciton basis and the

off-diagonal terms are treated as a perturbation to second-order.

kM←N = 2ℜ

∫
∞

0
dtAM(t)F∗N(t)VM,N(t) (11)

VM,N(t) = e2GNNMM(t)+2iΛNNMM(t)×
[
G̈NNMM(t)−{ĠNNNM(t)− ĠNMMM(t)+2iΛNNNM}2] (12)

The derivation of eqs. (11) and (12) have been presented previously.3 4 A concern with using

modified Redfield theory is the appearance of negative rates of transfer as the result of numerical

instabilities for some inhomogeneous realizations.3 In the following, if either the up-hill transfer

rate or down-hill transfer rate between any pair of excitons was negative, it was replaced with a
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rate reconstructed from the other rate of the pair using the detailed-balance criterion. If both rates

were negative, the calculation was dropped and a new inhomogeneous realization was selected.

Linearized Kinetics: Effective Forward Transfer Times

The effective forward transfer time (τeff
i←i+1) is the average time for transfer from compartment

i+ 1 to compartment i in the presence of the back-transfer away from the final charge separation

state (RP2). The effective forward transfer time described in eq. (13) contains two contributions.

The first (k−1
i←i+1) can be considered the inverse of the rate of transfer between the i+ 1 and i

compartments. The second term, (1+ ri+2) corrects the forward transfer rate for trajectories that

first back-transfer to compartments greater than i+1.

τ
eff
i←i+1 = k−1

i←i+1(1+ ri+2) (13)

k−1
i←i+1 =

√
〈σi−1|KiKT

i |σi−1〉×
∑n∈Domain〈n|σi−1〉
∑n∈Domain〈n|σi〉

(14)

ri =−
∑

Nmax
n∈Domain〈n|Qi+1(Qi+1K1Qi+1)

−1Qi+1Ki|σi〉
∑

Nmax
n=1 〈n|σi〉

(15)

Qi = I−
i−1

∑
n=1
|σn〉〈σn| (16)

Structure and Parameters

Justification of protein structures used

In plants, the photosystem II supercomplex is composed of the reaction center (RC) core sur-

rounded by the Lhcb proteins.5,6 As shown in Figure 1 of the main text, the core is composed

of the two copies each of the proteins RC (composed of D1 and D2), CP43, and CP47, which

are all attached to the oxygen evolving machinery. It is difficult to isolate pure, oxygen evolving

preparations of the RC core from plants because the oxygen evolving subunits are less stable in
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plants, and, as a result, there are no high resolution structures of the RC core from plants.6 The

PSII core from cyanobacteria has generally been used a proxy for the PSII core from plants due

to the high similarity in the two protein structures.7,8 We use a 1.9 Å resolution crystal structure

from Thermosynechococcus vulcanus, a thermophilic cyanobacterium.9 The parameters calculated

in this paper may be slightly altered if the plant RC core structure is resolved and used instead of

the current cyanobacteria structure.

The periphery of the PSII supercomplex is composed of light harvesting complex II (LHCII)

trimers. The LHCII trimer structure from plants has been resolved to 2.72 resolution10 and is used

for the calculations in this paper. Between the LHCIIs and the RC core reside the minor LHCs,

CP24, CP26, and CP29. No structure has been solved for CP24 and CP26, and no Hamiltonian has

been calculated using the structure of CP29. We have substituted an LHCII monomer in place of

the three minor LHCs. This substitution is justified for the following reasons. The sequences of the

minor LHCs are homologous to those of LHCII and contain nearly all of the binding sites for Chls

that LHCII has.11 Energy transfer within the minor complexes has been shown to have roughly the

same dynamics as that in LHCII.12–14 The CP29 structure shows a high structural homology with

the LHCII monomer, though it is missing Chl 605.15 Trimers of CP26 has been shown to be able to

replace LHCII in the protein complex composed of a LHCII trimer, CP24, and CP29 proteins.16 It

has also been suggested that the Lhcb1 protein (one of the proteins in the LHCII trimer) can replace

CP24 when it is knocked out in mutant plants, as its expression level goes up by 40% to 60% in

such mutants.17,18 Further refinement in the organization of PSII supercomplexes is unlikely to

substantially effect the overall behavior described in this work.

Phototsystem II Parameters

In this section we present the Hamiltonian parameters used to calculate energy transfer in our

model. Development of improved Hamiltonians, particularly the availability of better site energies

for chlorophyll, could result in changes to our description of energy transfer.
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Hamiltonians

Table S1: Transition dipole moment (TDM) magnitudes used to determine Coulombic coupling
between pigments associated with different proteins.14,19

Protein Molecule TDM (Debye)
Reaction Center, CP47, CP43 Chl A 4.4

Reaction Center Pheophytin 3.5
LHCII, Minor Complexes Chl A 4.0
LHCII, Minor Complexes Chl B 3.4

Table S2: Inhomogeneous width of site energies for different molecules in PSII supercomplex.14,19

Protein Molecule σ (cm−1)
Reaction Center Chl A & Pheophytin 200
Reaction Center ChlzD1 120

CP47 Chl A 180
CP43 Chl A 180

LHCII, Minor Complexes Chl A 80
LHCII, Minor Complexes Chl B 96
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Table S3: The Hamiltonian for Reaction Center pigments labelled by their common names.19–21

While there is evidence of a shift in site energies for ChlD1 and PD1 when the RC is bound in a
core complex, we have not included these changes in our Hamiltonian.

PD1 PD2 ChlD1 ChlD2 PhoD1 PhoD2 ChlZD1 ChlZD2

15,015 150 −42 −53 −6 17 1 1
150 15,015 −60 −36 21 −3 1 1
−42 −60 14,750 7 47 −4 3 0
−53 −36 7 14,992 −5 35 0 2
−6 21 47 −5 14,881 3 −4 0
17 −3 −4 35 3 14,815 0 −4
1 1 3 0 −4 0 14,993 0
1 1 0 2 0 −4 0 14,970
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The LHCII Hamiltonian is exactly reproduced in the SI of Novoderezhkin’s work14 .

Spectral Density

We have used two kinds of spectral densities to define the pigment-protein interaction within the

PSII supercomplex. Table S6 shows the spectral density associated with each pigment-protein

complex within the system. The equations for both types of spectral densities are given in eqs.

(17) and (18). The pigments bound by the core complex are described by eq. (17) using the

parameters described in Table S7.19 The Chl-a and Chl-b pigments bound by LHCII are described

by one over-damped Brownian oscillator describing the low-frequency motions of the bath and

48 under-damped Brownian oscillators describing high-frequency intra-molecular vibrations, as

shown in eq. (18)14 . The parameters describing the spectral density used for LHCII pigments are

shown in Tables S8 and S9.

Table S6: The spectral density number associated with each pigment-protein complex in PSII.

Protein Molecule Spectral Density
Reaction Center Chl A/Pheophytin 1

CP47 Chl A 1
CP43 Chl A 1

LHCII, Minor Complexes Chl A 2
LHCII, Minor Complexes Chl B 2

χ
′′
1 (ω) = (π h̄)

S0

s1 + s2
∑

i=1,2

si(ω
5)

7!2ω4
i

e
−
√

ω

ωi (17)

Table S7: The spectral density parameters that describe core pigments in combination with eq.
(17).

Protein S0 s1 s2 ω1 (cm−1) ω2 (cm−1)
RC 0.65 0.8 0.5 0.532 1.94

CP47,CP43 0.5 0.8 0.5 0.532 1.94
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χ
′′
2 (ω) = 2λ0

ωΓ0

ω2 +Γ2
0
+

Nvib

∑
j=1

2S jω
3
j

ωΓvib

(ω2
j −ω2)2 +ω2Γ2

vib
(18)

Table S8: The spectral density number associated with each pigment-protein complex in PSII.

Protein Molecule λ0 (cm−1) Γ0 (cm−1)
LHCII, Minor Complexes chl A 37 30
LHCII, Minor Complexes chl B 48 30

Table S9: The frequencies and Huang-Rhys factors for the under-damped Brownian oscillators
describing vibrational modes of Chl A molecules in PSII.

ω j (cm−1) S j ω j (cm−1) S j ω j (cm−1) S j

97 3.95 ·10−2 752 2.1 ·10−2 1,286 3.7 ·10−3

138 4.56 ·10−2 795 3.9 ·10−3 1,304 4.7 ·10−3

213 5.42 ·10−2 916 1.73 ·10−2 1,322 2.47 ·10−2

260 4.44 ·10−2 986 8.4 ·10−3 1,338 3.2 ·10−3

298 3.58 ·10−2 995 1.85 ·10−2 1,354 4.7 ·10−3

342 5.92 ·10−2 1,052 9.9 ·10−3 1,382 5.4 ·10−3

388 2.71 ·10−2 1,069 5.2 ·10−3 1,439 5.4 ·10−3

425 1.73 ·10−2 1,110 9.1 ·10−3 1,487 6.4 ·10−3

518 3.21 ·10−2 1,143 3.33 ·10−2 1,524 5.2 ·10−3

546 2.2 ·10−3 1,181 1.43 ·10−2 1,537 1.78 ·10−2

573 6.9 ·10−3 1,190 5.4 ·10−3 1,553 7.4 ·10−3

585 2.5 ·10−3 1,208 1.5 ·10−2 1,573 3.7 ·10−3

604 1.6 ·10−3 1,216 1.43 ·10−2 1,580 3.7 ·10−3

700 1.6 ·10−3 1,235 5.7 ·10−3 1,612 3.7 ·10−3

722 3.2 ·10−3 1,252 5.2 ·10−3 1,645 3 ·10−3

742 3.21 ·10−2 1,260 5.2 ·10−3 1,673 8 ·10−4

Testing Infinitely Fast Intra-Domain Equilibration

In order to assess the reliability of assuming infinitely fast equilibration within domains we calcu-

late the population as a function of time for each domain of the system (the sum of the excitonic

populations associated with the domain) with both the full generalized Förster/modified Redfield

rate matrix and the domain model that assumes infinitely fast thermalization within each domain.
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For each domains population curve as a function of time, we calculate the maximum absolute dif-

ference in population between the two methods as a fraction of the maximum population calculated

with the full rate matrix (as shown in eq. (19), where d is the index of the domain). This results

in no more than 2% error (∆(d)
max ≤ 0.02) no matter which domain is initially excited. We can also

characterize the total error over the coarse of a calculation by comparing the integral of the error

to the integral of the population curve (as shown in eq. (20)). The integrated error fraction shows

less than 7% error (∆(d)
Integral < 0.07) no matter what domain is initially excited. Figure S1 plots the

population curve that has both the largest maximum error and the largest integrated error.

∆
(d)
max = max

(
|P(d)

exc (t)−P(d)
dom(t)|

max P(d)
exc (t)

)
(19)

∆
(d)
Integral =

∫
∞

0 |P
(d)
exc (t)−P(d)

dom(t)|dt∫
∞

0 P(d)
exc (t)dt

(20)

Figure S1: A comparison between the domain population curves with the largest value ∆
(d)
max and

∆
(d)
Integral. Population trace calculated with the generalized Förster/modified Redfield (Domain)

model is shown with a dashed black (sold grey) line.
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Coarse Grained Models of Energy Transfer

The coarse-grain descriptions of energy transfer are calculated by grouping collections of domains

into compartments and calculating the Boltzmann-averaged rate constants for transfer between

each compartment, as described in the Materials and Methods. Figure S2 (A)-(C) show the

timescales of transfer between compartments for the C2S2M2 using the protein, transfer-to-trap

limited, and trap limited models, respectively. Time constants for energy moving closer (farther)

to the final photochemical product RP2 are shown in black (red). When only a single number is

shown for a connection, the rates of forward and backward transfer are symmetric. Where no line is

shown between proteins, energy transfer timescales were found to be longer than 100 ps and were

excluded for clarity. Using the coarse-grained rate matrix, the dynamics of initial charge separa-

tion were calculated and the resulting RP1 population trace is shown in Fig. S2 (D). As expected

from our previous analysis of the temporal structure of energy transfer in C2S2M2, the trap-limited

model is found to very poorly reproduce the population dynamics as seen by the overestimate of

the early-time charge separation. Both the protein and transfer-to-trap limited models qualitatively

reproduce the energy transfer dynamics of the C2S2M2, but both models still over-estimate the rate

at which excitation energy arrives at the RC and performs charge separation.

Sample Preparation and Modeling

The long lifetime components of the fluorescence decay curves between 1.7 ns and 3.3 ns that

have been assigned to contamination by disconnected chlorophyll. We have followed the sugges-

tion of Caffarri and coworkers23 in removing these long lifetime components prior to fitting the

experimental data. The long lifetime components of a fluorescence decay curve, however, report

on the balance between the rate of irreversible charge separation and charge recombination at the

reaction center. Therefore accurately determining the origin of the long time fluorescence decay

in the preparations of PSII supercomplexes is essential for accurately modeling electron transfer

kinetics.
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Figure S2: A comparison between different coarse grain models of C2S2M2 is shown both as
kinetic schemes and simulated RP1 population trace. (A)-(C) The timescales of transfer (k−1) for
the various coarse-grain models are shown in units of ps. Numbers in black (red) represent transfers
that move excitation closer to (farther away from) the charge separated states. (A)-(C) represent
the protein model, transfer-to-trap limited model, and the trap limited model, respectively. (D) The
simulated curves for the RP1 population calculated with (τcs = 0.61 ps, τrc = 160 ps, and τirr = 520
ps) are shown in black (Domain), blue (Protein), purple (transfer-to-trap limited), and red (trap
limited). The initial excitation was distributed evenly among Chl-a molecules.
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