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Abstract

Kinesin is a molecular motor that hydrolyzes adenosinehtigphate (ATP) and moves
along microtubules against load. While motility and atostizictures have been well charac-
terized for various members of the kinesin family, not mugknown about ATP hydrolysis

inside the active site. Here, we study ATP hydrolysis meidmag in the kinesin-5 protein

*To whom correspondence should be addressed
TKyoto University - Biophysics

fLawrence Livermore National Laboratory
TKyoto University - Chemistry

S1



Eg5 by using combined quantum mechanics/molecular mechametadynamics simulations.
Approximately 200 atoms at the catalytic site are treated loyspersion corrected density
functional and, in total, 13 metadynamics simulations sedgomed with their cumulative
time reaching ~0.7 ns. Using the converged runs, we compegeehergy surfaces and obtain
a few hydrolysis pathways. The pathway with the lowest freergy barrier involves a two-
water chain and is initiated by thg, P Op dissociation concerted with approach of the Iytic
water to RO;. This immediately induces a proton transfer from the lytiatev to another
water, which then gives a proton to the conserved Glu27@er|tte proton is transferred back
from Glu270 to HPQ via another hydrogen bonded chain. We find that the reacsideavor-
able when the salt bridge between Glu270 in switch Il and B#gith switch | is transiently
broken, which facilitates Glu270 ability to accept a protdvihen ATP is placed in the ADP-
bound conformation of Eg5, the ATP-Mg moiety is surroundgdrany water molecules and
Thrl07 blocks the water chain, which together make the hysioreaction less favorable.
The observed two-water chain mechanisms are rather sitillniose suggested in two other

motors, myosin and FFATPase, raising the possibility of a common mechanism.
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Supporting Information

Collective Variables

All of the collective variables used in this work are showirigures 1 to 5. Figures 1 to 3 are based
on the crystal structure of Parke et!alATP.N). Figures 4 and 5 are based on the crystal structure
of Turner et al’ (ADP.N). All of the colvars in Figure 1 begin from the sametiiliconfiguration.
The same is true for Figures 2, 3 and 5, while all three colvelfsgure 4 start from different initial
structures. We have attempted to illustrate the signifidéfegrences between the colvars and the
initial structures in the schematic drawings. In particulae Arg234—Glu270 salt bridge is intact
in ATP.1, ATP.2, ATP.3, ADP.2, ADP.3, ADP.4, and ADP.5, palty broken in ATP.7, ATP.8, and
ADP.1, and completely broken in ATP.4, ATP.5, and ATP.6. difeerence shown in the main
paper but not illustrated here (due to space) is the opemfi¢iss ADP.N structures compared the
ATP.N structures.

The differences in the colvars are summarized in Table 1.wAdéferences cannot be readily
summarized in the tabular format, although they can be see¢hei figures. These include the
differences between ATP.1 and ATP.2, ATP.4 and ATP.5, akagdletween ADP.2 and ADP.5. The
difference between ATP.1 and ATP.2, as well as the diffezdretween ADP.2 and ADP.5, is that
ATP.2 and ADP.5 use the same distances as their countergadtthen subtract the corresponding
bonded distances in the initial structure. This was done#afsthis style of colvar made for more
efinAcient sampling. The difference between ATP.4 and ATB.the choice of the third water
molecule in the chain (there are two possibilities in thaicure).

Functionals with exact exchange are considered to be thdatain enzymatic systenid)ow-
ever exact exchange is cost-prohibitive for modern mobecsimulation codes. Pure functionals,
on the other hand, have been shown to be incorrect, while BidttPempirical dispersion correc-
tions has been shown to perform better than other pure furads for biological molecule$The

second generation correction, while showing very good osmapic properties for liquid water
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under ambient condition3;’ does not perform as well for other compourfdEhe third genera-
tion of dispersion correction has recently been shown tagedhe error of using a pure functional
for chemical reactions to that of uncorrected exact excadmgctionals’ which makes it the best

choice for sampling free energy surfaces with quantum csieyni

M etadynamics

Generally in metadynamics runs, the primary goal is to dateuree energy pr@Ales/surfaces.
For the free energy surface ddjned by the colvars, one can directly obtain it as the negatf
the cumulative biasing potential. In order to estimate tineren the free energy surface of meta-
dynamics simulation, one can apply various formulas.53 Ehnior is the difference between the
true free energy surface and the negative of the biasinghpateand depends on the diffusion
coefhiAcient of the collective variable as well as the paranmsetéithe added Gaussian functions.
Because the current system involves numerous chemicalaeschowever, the free energy sur-
faces daiAned by the colvars are useful but not siftient. We need to calculate free energy
surfaces for various reaction coordinates that are diftdrem the colvars, which requires an al-
ternative method. As mentioned in the main text, the teakmiof Bonomi et alt® can be used to
estimate the error introduced by limited sampling timesunfoee energy simulations. Using the
metadynamics hills method, it can be shown that for a sinanatf infinite length, the negative of
sum of the applied hills is equal to the underlying free epetgface. The histogram reweighting
technique of Bonomi et al® also gives the underlying free energy surface. By compatiage-
sults from the two methods (which are both equal to the ugohgyifree energy surface in the limit
of an infinite simulation), we can estimate the error intrcehliby having finite length simulations.
This is shown in Figure 7, and the mean unsigned error betteetwo curves is the 3 kcal/mol
mentioned in the main text.

Table 2 gives some information on the convergence of th@warmetadynamics runs. The
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first column (“Product”) indicates the simulation time atiaththe product state is first seen. This
product state is defined by the colvar itself, and often ide&ithe transfer of a proton to a protein
residue. The next column indicates when the simulationsg®back into the reactant state, again
dictated by the colvars (all bonds are in exactly the sante sithey were when the simulation
began). The final column gives the total simulation time. hi tun never re-crosses into the
reactant state (or if it never reaches the product statey; s ‘given. From this table it can be seen
that all initial runs except for ADP.4 at least crossed iitite product state. Run ATP.5.SCALED
does not, but the initial run ATP.5 does. Many of the runs do@cross, however. From examining
the trajectories, proton transfers not explicitly incldde the colvar appear to trap the system
in a given configuration. For example, once the ATP bond lweaksome runs a proton will
spontaneously transfer to tilephosphate group of the ADP. Since this transfer is not ohetlin
the colvar definition, the hills method has difficulty drigithe system back across the barrier. It
is also interesting to note that two out of five ADP.N runs otrigssed into the product state very
late in the run, while most of the eight ATP.N runs crossedtiatly early. While not conclusive

evidence, this suggests that those reaction mechanisine ADP.N states are more unfavorable.

Additional Results

The times listed in Table 2 were determined by visual inspadif the trajectories. This effort was
guided by examination of the collective variables into whilse hills were being placed. Figure 6
plots the value of the main collective variable of severakras a function of the simulation time.
The value of the collective variable in the reactant staedvuays higher than that of the product
state, based on the definitions above. It can be seen thabimftthe plotted runs (ATP.2 and
ADP.3), the colvar moves to the product value and returnbea¢actant value. Examination of
the trajectories in these areas revealed the correct gtas;tand so the runs were rescaled and

restarted with smaller hills. In the SCALED runs (the lightotted lines), ADP.3 explores both
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the product and the reactant values, while ATP.2 spends afo time in the reactant region.

Near the end of the ATP.2.SCALED run (around 28 ps), it finallgsses over into the product
well. ATP.3 is able to cross into the product state fairlylygdut it then gets trapped. The same
happens to ATP.2 after recrossing the barrier the third .tilNene of these configurations are
included in the analysis, since in those regions it appé&&rsallective variables are insufficient to
properly describe the system.

Representative structures for ATP.2 and ATP.4 are showmguar€s 8 and 9. One noticeable
feature of ATP.4 is the number of different structures foimthe reactant and product wells. It
appears that ATP.4 is able to support the formation of hyideand hydronium ions more easily
than other structures, leading to more structural diverdihe reason for this is possibly due to
the proximity of the third water molecule in the colvar to fhesitively charged Arg234 residue.
In ATP.4, this water is situated between 3.2-5.1 A from thanlsh carbon atom of Arg234, while
in ATP.5 the third water lies between 3.8-6.4 A from this saragbon. The closer approach of
the water in ATP.4 may allow easier formation of the hydrexidn. As with those structures
shown in the main article for ATP.5 and ADP.3, the structumethe vicinity of the transition state
show elongated or broken ADR-Ponds, consistent with a concerted or dissociative meshani
ATP.2 also shows formation of the,RO, ion, which is more stable than the “product” defined
by the collective variable (HPPwith a protonated Glu270). Interestingly, ATP.4 never hesc
this state. This may be due to the differences in the ATP.4AGRI5 structure after the reaction
occurs, which is explored in more detail below. The thirdeslation made in the main article
(water as the attacking nucleophile instead of hydroxisaseen here as well. This becomes more
interesting when one examines various reactant structor&8P.4. In particular, the hydroxide
ion does form in the active site, sometimes very close to fhie. Alowever, these states are not
stable and when nucleophilic attack finally happens, it isliyll water molecule. As mentioned
in the main paper, this is probably due to the negative changaoth the hydroxide and ATP.

Two kinds of geometric data are plotted in Figures 10 to 1Statices defining the chemical
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reaction, and the coordination number of several heavy sitorthe active site. The latter is given

by: 11

z 1 (ry/ro)” )

¥ (rij/ro)m
whererij; is the distance between atanand atomj, rg is a “cutoff” distance, anan andn are
parameters which control the sharpness of the cutoff. Weddhatm = 24 andn = 12 dampen
out the fluctuations to the extent that the major transitcarsmore easily been seen. For P-O and
O-H (looking at the number of oxygens and hydrogens aroundgitorous and oxygen atoms,
respectively), we found values of of 2.2 and 1.3 A, respectively, gave the expected coordinati
numbers for stable molecules (e@N = 2 for the oxygen atom in water).

Mechanistic details of the ATP hydrolysis reaction can lense Figures 10 and 11 for runs
ATP.2 and ATP.4, including the evolution of coordinate nargbof select atoms and cartoon
schematics for all four successful unscaled runs in Figlileto 15. The important atoms in the
reaction are given in Figures 12 and 13. For ATP.2, there difference between the first reaction
mechanism shown in Figure 12 and the collective variablagnrie 1. The reaction proceeds very
much as one would expect, according to the coordination rusntf various atoms given in the
lower panel of Figure 12 and key reaction distances givengargé 10. The water clearly attacks
the terminal phosphate before losing a proton (the attapkéras in the top panel of Figure 10 at
10.9 ps, while the proton transfer happens around 11.8 p&).pfoton of W2 is then transferred
to Glu270 at 11.9 ps. The most interesting event after thiseformation of the HPO, ion at
19.6 ps, which can be seen in the CN graph in Figure 12 as wiikedswer panel of Figure 10.

ATP.4 is a bit more unexpected. The reaction path depictdedgare 13 is not the same as
the colvar in Figure 2. In particular, Ser232 acts as a proétsy and the third water molecule
is not used. It is interesting that this free energy diffeeers not appreciably different from that
of the two-water mechanism (ATP.5), within the uncertaiotythe simulations. The plot of the

coordination number during the period of the reaction (Fegii3) reveals that W2 and Glu270
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spend some time sharing a proton before W1 transfers itsmptotform Hqu, after which the
coordination number of all the residues is much more stablether details in Figure 11 show
that W1 attacks ATP at= 21.0 ps and loses its proton = 21.1 ps (top panel), while Ser232
and W2 finish transferring their protons simultaneously-a21.1 ps (bottom panel). As was also
seen in the plot of the CN, W2 and Glu270 spend about 0.2 psxgieproton immediately before
the reaction. It should be noted here that the proton tremstry quickly back and forth between
the two oxygen atoms, and does not hover at an intermedistiendie; that appearance is simply
due to the averaging procedure employed to smooth out tivegufhe reason that thePIG; is
not seen in ATP.4 but is seen in ATP.5 seems to be the locatidmedransferring water (W3 in
Figure 2 in the main text) with respect to Thr107 and Glu2n0ATP.5, Glu270 is able to transfer
a proton directly to W3, which is in the proper position tonséer a proton to Thr107, which can
then transfer a proton to the phosphate. In ATP.4, when W3tise proper position to accept the
proton from Glu270, it is much too far away to transfer it taT®7. W3 only approaches Thr107
after W2 injects itself into the hydrogen bonding networkween Glu270 and W3, and it seems
the Glu270-W2-W3-Thr1074Rransfer is not as favorable as Glu270-W3-Thr1(.7-P

In addition to these plots, we have included two movie fileshis Supporting Information:
one of run ATP.5 (ATP.5.mpg) and one of run ADP.3 (ADP.3.mp)ese two runs were chosen
because ATP.5 has the lowest energy barrier and most steddeqt state, while ADP.3 is the
only run from the crystal structure of Turner etalhich successfully sampled the barrier; this
is probably due to only two distances being included in tHeective variable description, instead
of three or more as is included in the others. The movies shewrgjectories beginning from
the metadynamics run, progressing to the product stateteandnating after returning to the
reactant state. Several important observations can be hexéethat are also mentioned in the
main paper. The first is that the mechanisms appear to be edheerted or dissociative, with the
metaphosphate ion (B forming before attack by the nucleophile. The second is\lader, not

hydroxide, always attacks the metaphosphate ion. As medion the main text, this could be due
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to electrostatic repulsion between the two negativelygaions. Finally, the producta®QO, is
seen in both runs, despite that formation of this producotamcluded explicitly in the collective
variable description. This suggests that the singly clthngerganic phosphate is the true product
state of the reaction. All of these conclusions are explonede methodically in the main text of
this article.

Two movies are available for download for the Supportinginfation. The first (ATP.5.mpg)
is an animated trajectory of run ATP.5 around the time of tregqm transfers. Atoms which are
explicitly included in the collective variables are indied by spheres. The triphosphate tail of ATP
is shown on the left, while residues Arg234 and Glu270 arevehan the top-right and bottom-
right, respectively. Cleavage of the ADP-P bond, attackhefwater, and proton transfer to the
Glu270 all happen simultaneously around 14 s. This is faddwy proton transfer back to the
inorganic phosphate at around 18 s, the reverse reactiod st &1d reprotonation of HP4@ at
25s.

The second (ADP.3.mpg) is an animated trajectory of run ARRound the time of the proton
transfers. Atoms which are explicitly included in the cotlee variables are indicated by spheres.
The triphosphate tail of ATP is shown on the left, while resid Arg234 and Glu270 are shown
on the top-right and bottom-right, respectively. Cleavafjthe ATP bond can be seen starting at
around seven seconds, while attack by water occurs at artbiséconds and proton transfer to

the backbone carbonyl at 16 s. The animation finishes witmarmganic phosphate.
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Table 1. A summary of the differences between the collestar@ables in all thirteen metadynam-
ics runs. “Intact”, “Partially intact”, and “Broken” for #gnsecond column indicate that two, one,
and zero hydrogen bonds, respectively, are made betweé@B8Amnd Glu270 in the initial struc-
tures. The third column indicates the number of water mdéscinvolved in the proton transfer
chain. If a protein residue acts as a proton shuttle, thisdEated by “+ Res”.

Run

ATP.1
ATP.2
ATP.2.SCALED
ATP.3
ATP.4
ATP.4.SCALED
ATP.5
ATP.5.SCALED
ATP.6
ATP.7
ATP.8
ADP.1
ADP.2
ADP.3
ADP.3.SCALED
ADP.4
ADP.5

State of Arg234—-Glu270 Final location of No. water males
proton transfer

salt bridge

VW0 gwgWmwwW— — — —
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Glu270
Glu270
Glu270
HPQ,?
Glu270
Glu270
Glu270
Glu270
HPQ;?
Glu270
HPQ?
HPQ?
Glu270
GIn106
GIn106
HPQ,?
Glu270

in water chain

NN obwwoNuvnn

1+Ser233
1+Thr107
1
1
2
1+Thr107

Initial
structure
ATP.1
ATP.1
ATP.1
ATP.1
ATP.4
ATP.4
ATP.4
ATP.4
ATP.4
ATP.7
ATP.7
ADP.1
ADP.2
ADP.3
ADP.3
ADP.4
ADP.2
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Figure 1: The collective variables for runs 1, 2, and 3, stgrfrom the crystal structure of Parke

et all. Red and blue lines indicate that the distances are addedbtrasted from the colvar,
respectively. Solid and dotted lines indicate bonds formebe initial (reactant) structure and the
final (product) structure, respectively.
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Figure 2: The collective variables for runs 4, 5, and 6, stgrfrom the crystal structure of Parke

etall. Legend is the same is in Figure 1.
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Figure 3: The collective variables for runs 7 and 8, starfiogn the crystal structure of Parke
et all. Legend is the same is in Figure 1.

Table 2: The time when each run first visits the product s@eéir{ed by the collective variable)
and recrosses to the reactant state. The total simulatioa fior each run is given in the final

column.

Run
ATP.1
ATP.2

ATP.2.SCALED
ATP.3
ATP.4

ATP.4.SCALED
ATP.5

ATP.5.SCALED
ATP.6
ATP.7
ATP.8
ADP.1
ADP.2
ADP.3

ADP.3.SCALED
ADP.4
ADP.5

Product [ps]

8.4

12.0
27.1
37.5
20.9
18.0
15.5

18.6
7.3
36.8
40.6
45.1
7.7
4.2

9.6
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Reactant [ps] Total time [ps]

29.5

28.2

32.3

57.0
56.9
27.6
55.6
58.0
26.4
57.7
22.9
55.7
56.6
43.7
45.0
45.4
44.8
27.1
44.9
37.0
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Figure 4. The collective variables for runs 1, 3, and 4, stgrfrom the crystal structure of Turner
et al?. Legend is the same is in Figure 1.
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Figure 5: The collective variables for runs 2 and 5, starfnogn the crystal structure of Turner
et al?. Legend is the same is in Figure 1.
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Figure 6: A plot of some collective variables of various rassa function of the simulation time.
Black, red, and blue represent ATP.2, ADP.3, and ATP.3,aetsely, with dotted lines depicting
runs which had been rescaled. The lines are shifted by atmagbamount for clarity.
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Figure 7: A plot of the free energy surfacetat 56.8 ps for run ATP.2 as a function of the
original two dimensional colvars compressed into a singteedision. The black and red lines were
computed from the deposited hills and the reweighting natf@onomi et al, respectively.
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Figure 8: Schematic representations of the reactant, ptpadund transition state structures marked
on Figure 5 in the main text for run ATP.2. A solid box indicatBe most stable structure at each

point. A prime indicates a less important state, i.e. a mtabls transition state or a less stable
reactant/product.
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Figure 9: Schematic representations of the reactant, ptpadund transition state structures marked
on Figure 5 in the main text for run ATP.4. A solid box indicathe most stable structure at each
point. A prime indicates a less important state, i.e. a mtabls transition state or a less stable
reactant/product.
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Figure 10: The value of various distances during run ATP.2 dsnction of simulation time,
focusing on the ATP dissociation reaction. The atom labedshown in Figure 12.
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Figure 11: The value of various distances during run ATP.4 dsnction of simulation time,
focusing on the ATP dissociation reaction. The atom labedshown in Figure 13.
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Figure 12: The approximate reaction scheme of ATP.2. Blséadces indicate the reaction at
around 12 ps, while red indicates the reaction around 20rpaddition to the M2—0OW2 pond
reforming). The value of various coordination numbers gf&®ms during run ATP.2 as a function
of simulation time is shown in the lower panel.
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Figure 13: The approximate reaction scheme of ATP.4. Blstadces indicate the primary ATP
hydrolysis reaction mechanism. The value of various coattbn numbers of key atoms during
run ATP.4 as a function of simulation time is shown in the lopanel.
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Figure 14: The value of various coordination numbers of keyna during run ATP.5 as a function
of simulation time, focusing on when the important readi@ecur. The approximate reaction
scheme is shown in the lower panel. Blue distances indibatgrst reaction (before approximately
16 ps), while the red indicates the second reaction (at appetely 18 ps).
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Figure 15: The value of various coordination numbers of keyns during run ADP.3 as a function
of simulation time, focusing on when the important readi@ecur. The approximate reaction
scheme is shown in the lower panel. Blue distances indibatirst reaction (before approximately
16 ps), while the red indicates the second reaction (at appetely 18 ps).
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