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Instrumental mass bias corrections 

One drawback of ICP-MS instruments is that measured isotope values are altered by the 

instrument itself. This instrumental mass bias effect can be as large as several percent. In the 

mercury system, several approaches to correct for this effect have been used, including simple 

standard-sample bracketing
1
 and mercury double spike addition,

2
 but most commonly spiking 

with thallium.
3–5

 This later method uses observed variations in the 
205

Tl/
203

Tl ratio to correct 

instrumental variations in mercury isotope ratios and this is the approach used in this work. Most 

researchers to date have applied an exponential fractionation law to correct for instrumental mass 

bias. 

This work approaches instrumental mass bias correction slightly differently by using an 

empirical approach as outlined by Marechal et al.
6
 and described for the mercury system by 

Meija et al.
7
 The empirical approach was determined to be the most appropriate for avoiding 

biases. Additionally, an empirical approach may compensate for unaccounted factors. The 

empirical approach is to observe the log-linear behavior of mercury and thallium isotope ratios 

following the general equation: 

 ln � ��� ����	 
 � �  � ∗ ln	� ���������� 
 1, 

Where a and b are least squares estimates determined for each analytical run. Figure SI-S1 

illustrates this approach using the NIST 3133 standard. Without correction, the measured 

202
Hg/

198
Hg ratios for NIST 3133 shown in the figure vary by approximately 4‰. The estimated 

2SD of individual NIST 3133 measurements from the estimated linear behavior is 0.35‰. 

During analytical sessions, deviations from linear behavior for NIST 3133 were used to estimate 

in-run uncertainty. 
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The instrumental mass bias is a function of the ion composition generated in the plasma and 

traveling through the mass spectrometer. It is important that standards and samples are matched 

by concentration and solution matrix. In this work, solution matrices were matched as much as 

possible, and concentrations were matched within 15%. 

Determining delta values 

There is currently no mercury standard sufficiently well characterized to allow variations in 

mercury isotope compositions to be reported with absolute ratios. Instead, isotope ratios are 

determined relative to a commonly available standard. As suggested by Blum and Bergquist,
8
 

this work uses the NIST 3133 SRM as the reference standard and relative isotope ratios are 

reported as delta (δ)-values. Formally, δ-values used in this work are for ratios relative to 
198

Hg 

and defined as follows: 

 �����‰� � 1000 ∗
���
���
��� ��� ����	 
 !"#$% � ��� ����	 
&' (����

) *1
+,,
,,,
,-
 2 

Practically, when (
xxx

Hg/
198

Hg)sample ≈ (
xxx

Hg/
198

Hg)NIST3133, as is the case with samples near 

natural abundances, delta values can be estimated as follows: 

�����‰� . 1000 ∗ /ln � ��� ����	 
 !"#$% * ln � ��� ����	 
&' (����0 3 

The errors introduced with this simplification are significantly smaller than errors associated 

with measurements. δ values in this work were estimated using equation 3, where the value for 

NIST 3133 at the same 
205

Tl/
203

Tl value is estimated with the linear behavior described above. 

This is illustrated in Figure SI-S1 for a sample from experiment 2. Because the mass bias and the 
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equivalent NIST 3133 value is estimated at the same 
205

Tl/
203

Tl ratio as the sample, there is no 

additional need for standard-sample bracketing. Care should be taken to ensure than the range of 

205
Tl/

203
Tl measured at the same time as NIST 3133 covers the range for the samples to be 

measured. 

Measurements of standards 

It is important to repeatedly measure standards other than the reference standard (NIST 3133) 

to assess the long-term reproducibility of measurements and to allow inter-laboratory 

comparisons. Figure SI-S2 shows repeated measurements of a mercury standard produced from 

the Almaden Mine in Spain, UM-Almaden, kindly provided by Professor Joel Blum of the 

University of Michigan. The errors shown for individual sample points are the greater of: i) two 

times the estimated in-run standard deviation (2SD) based on NIST 3133 as described above, or 

ii) two times the estimated standard error (2SE) of sample replicates during the analytical run. 

The UM-Almaden standard has been shared among several laboratories and Table SI-S1 shows 

reported values and errors found in the literature. The long-term δ
202

Hg value for the UM-

Almaden reported here, -0.69±0.27‰, is more negative but not significantly different than other 

reported values. 

Figure SI-S3 shows the long-term reproducibility of a secondary in-house mercury standard 

available during this work. The reproducibility of this standard was similar to that of UM-

Almaden. There is an interesting outlier among the secondary standard measurements, indicated 

with an asterisk. This was an older standard kept in a plastic centrifuge tube that had lost 

approximately 30% of its mercury mass. This loss of mercury was accompanied by significant 

isotope fractionation on the order of 1‰ in δ
202

Hg. 
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Table SI-S1. Literature δ
202

Hg values for UM-Almaden standard. Errors are 2SD 

Reference δ202Hg (‰) (2SD) 

This work -0.69±0.27 

8* -0.54±0.08 

8* -0.58±0.15 

9* -0.61±0.12 

9* -0.51±0.17 

1* -0.61±0.24 

1* -0.58±0.09 

10 -0.57±0.07 

11 -0.48±0.16 

12 -0.48±0.11 

2 -0.58±0.08 

* Multiple δ202Hg values for the UM-Almaden standard are reported in these 

publications reflecting different methodologies such as sample matrix, 

introduction method, and concentration  

 

 

Table SI-S2. Isotope ratios and masses of mercury in standards and samples. For the UM-

Almaden and LLNL secondary standards, n represents the total number of analytical sessions 

using the average isotope values during each session. For the recovered standards, n represents 

the number of standards processed and measured and the isotope values are the mean value of 

the session. For the samples, n represents the number of measurements of sample. The 

asterisk(*) indicates a sample that was not used for isotope analyses. 
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Recovery 

during sample 

preparation n δ202Hg δ201Hg δ200Hg δ199Hg 

 

   

UM-Almaden standard 11 -0.69±0.27 -0.57±0.23 -0.34±0.15 -0.20±0.20     

LLNL secondary standard 13 -0.96±0.14 -0.74±0.12 -0.47±0.10 -0.21±0.09     

Experiment 1 NIST 3133 Recovered 0.48 3 1.07±0.36 0.64±0.34 0.46±0.22 0.05±0.19     

Experiment 2 & 3 NIST 3133 Recovered 0.96 3 -0.12±0.35 -0.04±0.30 0.00±0.23 0.05±0.22     

Experiment 2 & 3 UM-Almaden Recovered 0.94 2 -0.71±0.35 -0.52±0.30 -0.31±0.23 -0.15±0.22     

Sample 

 

Time 

Fraction 

remaining 

Mass 

remaining 

Experiment 1 1 0.50 3 0.02±0.36 0.01±0.34 0.01±0.22 -0.05±0.19  55 0.89 1327±92 

2 0.51 3 0.31±0.36 0.30±0.34 0.22±0.22 0.18±0.19  115 0.8 1201±60 

3 0.58 3 0.57±0.36 0.49±0.34 0.33±0.22 0.18±0.19  248 0.65 970±66 

4 0.57 3 0.57±0.36 0.52±0.34 0.34±0.22 0.24±0.19  361 0.55 821±41 

5 0.57 3 0.91±0.36 0.75±0.34 0.50±0.22 0.29±0.19  477 0.45 680±34 

6 0.36 3 2.24±0.36 1.74±0.34 1.18±0.22 0.59±0.19  1099 0.18 274±56 

7 0.36 3 2.28±0.36 1.80±0.34 1.17±0.22 0.61±0.19  1242 0.15 228±20 

8 0.45 3 3.02±0.36 2.34±0.34 1.57±0.22 0.79±0.19  1398 0.11 163±63 

9* 0.63 3 2.20±0.36 1.40±0.34 1.00±0.22 0.22±0.19  1547 0.076 114±37 

10 0.48 3 0.46±0.36 0.48±0.34 0.30±0.22 0.17±0.19  0 0.9 1346±155 

    

Experiment 2 1 0.99 3 0.12±0.35 0.15±0.30 0.06±0.23 0.03±0.22  165 0.74 1107±55 

2 0.97 3 0.85±0.35 0.59±0.30 0.34±0.23 0.17±0.22  554 0.41 618±31 

3 0.97 3 2.14±0.35 1.55±0.30 0.99±0.23 0.51±0.22  1216 0.16 234±12 

4 0.87 3 2.66±0.35 1.94±0.30 1.33±0.23 0.69±0.22  1492 0.11 160±14 

5 0.89 3 2.97±0.35 2.26±0.30 1.49±0.23 0.86±0.22  1662 0.08 127±6 

6 0.92 3 0.10±0.35 0.02±0.30 0.01±0.23 0.02±0.22  1 0.92 1377±209 

    

Experiment 3 1 0.95 3 -0.01±0.35 0.00±0.30 -0.07±0.23 -0.08±0.22  164 0.77 1158±58 

2 1.03 3 0.68±0.35 0.48±0.30 0.34±0.23 0.11±0.22  553 0.51 761±38 

3 0.93 3 1.64±0.35 1.30±0.30 0.80±0.23 0.48±0.22  1216 0.26 395±20 

4 0.95 3 2.01±0.35 1.48±0.30 0.99±0.23 0.53±0.22  1491 0.2 295±15 

5 0.92 3 0.10±0.35 0.02±0.30 0.01±0.23 0.02±0.22  1 0.92 1377±209 
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Table SI-S3. Literature values for bulk gas-phase Hg
0
 diffusion coefficients. 

Gas Composition Reference Temperature (°C) Diffusion Coefficient 

(cm
2
/s) 

Hg-Air This experiment 23 0.131±0.010 

Hg-Air 
13

 25 0.1423±0.0003 

Hg-Air 
14

 23 0.138±0.008
*
 

Hg-N2 
15

 19-25 0.138±0.019 

Hg-N2 
16

 28 0.13±0.01 

Hg-N2 
17

 156-317 0.273-0.482 

Hg-N2 
17

 23 0.144
*
 

Hg-N2 
14

 23 0.140±0.007
*
 

*
 The diffusion coefficients are estimated at temperature given the relationships provided  
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Table SI-S4. Observed isotope fractionation factors in the air diffusion experiments and 

associated relative diffusion rates. 

Experiment α199 H198/H199 D198/D199 

1 1.00034±0.00008 1.000011 1.00033±0.00008 

2 1.00035±0.00010 1.000011 1.00034±0.00010 

3 1.00040±0.00017 1.000011 1.00039±0.00017 

Weighted Average 1.00035±0.00006 1.000011 1.00034±0.00006 

    

Experiment α200 H198/H200 D198/D200 

1 1.00063±0.00011 1.000023 1.00062±0.00011 

2 1.00064±0.00010 1.000023 1.00063±0.00010 

3 1.00070±0.00018 1.000023 1.00069±0.00018 

Weighted Average 1.00064±0.00007 1.000023 1.00063±0.00007 

    

Experiment α201 H198/H201 D198/D201 

1 1.00095±0.00014 1.000034 1.00093±0.00014 

2 1.00094±0.00014 1.000034 1.00092±0.00014 

3 1.00105±0.00023 1.000034 1.00103±0.00023 

Weighted Average 1.00096±0.00011 1.000034 1.00094±0.00009 
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Figure SI-S1. Log plot of measured 
202

Hg/
198

Hg vs measured 
205

Tl/
203

Tl for NIST 3133, two 

processed standards, and one sample illustrating the mass bias correction approach. The dotted 

line indicates the best estimate of NIST 3133 upon instrumental fractionation of Hg and Tl. 

 

Figure SI-S2. Measured δ
202

Hg values for the UM-Almaden mercury standard. 
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Figure SI-S3. Measured δ
202

Hg values for the In-House LLNL mercury standard. The asterisk 

indicates an outlier discussed further in the text 

 

 

Figure SI-S4. Diagram of diffusion reactors used for determining mercury diffusion coefficients 

and isotope fractionation factors. 
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Figure SI-S5. δ
199

Hg, δ
200

Hg, and δ
201

Hg of mercury remaining in the diffusion reactors. The 

asterisk (*) identifies an outlier not used during analysis. Experiments 1 and 2 used 2.54 cm 

needles while experiment 3 used 3.81 cm needles. 
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Figure SI-S6. Linearized isotope fractionation of δ
199

Hg, δ
200

Hg, and δ
201

Hg.  The asterisk (*) 

identifies an outlier not used in analysis. 
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