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Figure S1. Conformations of loop EF (residues 85-90) in BLGA. CPK: 2BLG (pH 8.2), orange-

red: 3BLG (pH 6.2), green-blue: 1BSY (pH 7.1).1 Images were created using Swiss-PDB-

Viewer2,3 and Pov-Ray.4,5 
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Figure S2. Dimers connected by the “lock-and-key” (above), “dimer” (middle) and “loop” 

(below) interfaces, based on PDB structure 3BLG.1 Dimers in cartoon representation with 

residues forming contacts as colored sticks (blue: “lock-and-key”, green: “dimer”, red: “loop 

interface”). For each dimer complex, in one of the monomers, the contact residues of the “other” 

dimers are additionally drawn, in order to illustrate the position of the interfaces with respect to 

each other. Images were created using Swiss-PDB-Viewer2,3 and Pov-Ray.4,5 

  



 S5

SFG and Ellipsometry Experiments: Sample Preparation 

BLG was isolated as described previously6 and kindly provided by Ulrich Kulozik (Technical 

University Munich, Germany). 15 µM BLG solutions were prepared by dissolving the dry 

protein (mixture of BLG A and B) together with salt (concentrations as indicated) in ultra-pure 

water. The BLG concentration was kept constant at 15 µM for all experiments. Ultra-pure water 

(18.2 Mcm; total oxidizable carbon <5 ppb) and LiCl (44762, Alfa Aesar), NaCl (5741.2, Carl 

Roth) and KCl (104938, Merck Millipore) were used to prepare the solutions. In order to remove 

possible organic contamination, the necessary glassware for spectroscopic studies was soaked in 

a mixture of concentrated sulfuric acid (98 %; analytical grade) and NOCHROMIX for at least 

24 h and was thoroughly rinsed with ultra-pure water. All measurements were performed at room 

temperature.  
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Detailed Discussion of the SFG Spectra 

The observed overall changes in SFG spectra are related to electric field induced effects at the 

interface which can cause substantial changes in the effective electric susceptibility . In order 

to account for possible electric field induced effects, the second-order polarization can be 

expressed in several (field dependent) terms  

: 																																									 1  

where  is due to a local field independent contribution of the few molecular layers at the 

interface while  is due to field induced polar ordering of molecular dipoles at the interface 

which renders water molecules SFG active as the field induced ordering breaks the inversion 

symmetry of molecules near the interface and further increases the ordering of molecules directly 

at the interface (orientation polarization). Thus at high field strengths which should exceed 108 

V/m this contribution becomes dominant and the SFG intensity in particular from H2O becomes 

a function of the electric field.7 This is also true for the third term ( ) that is caused by an 

increase in electronic polarization due to the presence of a static electric field  at the 

interface. For that reason O-H bands are very sensitive to the local electric field caused by 

adsorbed proteins.8-10 As a consequence, the analysis of SFG spectra in the O-H region can be 

extremely powerful to study changes in surface charging and molecular structure. In order to 

analyze SFG spectra each vibrational band is described by a Lorentzian function or in the case of 

water vibrational bands a Lorentzian (homogeneous broadening) folded with a Gaussian 

(inhomogenous broadening). The amplitude 		 Ω Ω 	 Ω and the phase of each band 

q are directly correlated to the orientation distribution Ω  of interfacial molecules. As the 

spectral dependence of  and  is identical we will simply describe the sum of these 
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contributions by a field dependent effective second-order susceptibility. For that reason, changes 

in strength and orientation of  can be monitored in addition to changes in number density N 

and molecular orientation e.g. due to different adsorption geometries such as protein adsorption 

in its monomeric or dimeric form.  

As a consequence it is possible to attribute the decrease in SFG intensity of O-H stretching bands 

with increasing ionic strength to a decrease in interfacial electric field. The latter can be caused 

by an increase in charge screening with increasing ionic strength and by ion specific effects that 

modify the electric field at the interface in addition to charge screening. While the reduction in 

O-H intensity can be explained by a change in surface charging conditions, the observed 

additional change in spectral shape in the frequency region of 3000 – 3200 cm-1 as already 

reported in the main text, is possibly due to a change in molecular orientation at the interface of 

either interfacial H2O or BLG molecules.  
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Figure S3. Vibrational SFG spectra for -lactoglobulin modified air-water interfaces with a 

bulk electrolyte that has a LiCl concentration of (a) 0 and (b) 1.5 M. The spectra were fitted 

with identical frequencies, amplitudes and bandwidth for the C-H stretching modes, but 

different O-H amplitudes. In (b) we compare fits where also the phase of C-H modes was kept 

fixed (dotted blue line) and where the phase was changed by/2 (solid red line). (c) SFG 

spectra in the range of Amide I (~1650 cm-1) and symmetric stretching vibrations of carboxylate 

side (~1420 cm-1) chains for 1.25 M (red solid line), 0.25 M (blue dotted line) and 0.01 M (open 

circles) LiCl concentrations. 
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That is because the intensity of the O-H bands in Figures 3d-f (main text) has not changed to a 

large extent, the observed changes are inconsistent with a simple decrease in O-H amplitude and 

it is likely that the relative phase between O-H and C-H bands changes and thus causes the 

apparent change in spectral shape. Figures 3d-f (main text) provide a more detailed 

representation of this region at concentrations where the changes are most apparent. As for all 

salts similar changes occur, we focus on LiCl, the conclusions are, however, analogous for NaCl 

and KCl salts. Consequently, a change in the phase of either O-H or C-H bands must be taken 

into account.  

In order to further analyze this behavior, we have fitted our spectra with model functions which 

have been described above. In order determine which parameters (amplitudes and phases) 

change as a function of ionic strength, we have first fitted the spectrum at 0 M LiCl 

concentration where we varied amplitudes, phases and the center frequencies of each vibrational 

band (Figure S3 (a)). Starting from these parameters we modeled the SFG spectrum at 1.5 M 

LiCl which has similar shape as the other spectra at ionic strengths between 0.1 and 1.5 M 

(Figure 3, main text). In Figure S3 (b) we show fits to the SFG spectrum at 1.5 M which are 

based on the parameters of the fit to the spectrum at 0 M LiCl concentration. A close inspection 

of Figure S3 (b) reveals that it is not sufficient to allow only the amplitudes of the O-H stretching 

modes as free parameters, but it is necessary to include an additional phase change of all C-H 

bands by /2. Otherwise, the difference between the fit and the experimental data is quite 

substantial in particular in the C-H region (2800 – 3100 cm-1). We recall that the phase of a 

vibrational band in SFG spectra is directly correlated to the molecular orientation of interfacial 

species that give rise to the vibrational band. For that reason the observed phase change of BLG 

can be attributed to a change in protein net orientation by 90°. In order to address the possible 



 S10

change in protein orientation in more detail, we have recorded SFG spectra in a spectral region 

where stretching vibrations (~1620 cm-1 -sheets; ~1650 cm-1 -helix; ~1670 cm-1 disordered 

structures) from amide groups located in the protein backbone and symmetric stretching 

vibrations of carboxylate groups (~1420 cm-1) can be observed. Figure S3 (c) presents SFG 

spectra in this region for LiCl concentrations of 0.01, 0.25 and 1.25 M. The spectra for LiCl 

concentrations of 0.01 and 0.25 M are within the scatter of our measurement identical in both 

shape and intensity, while the SFG spectrum recorded at 1.25 M has higher overall intensity but 

identical shape. From this comparison we conclude that in this spectral region no changes in the 

phases of all contributions take place. Therefore, the question arises why there is a phase change 

for C-H/O-H bands on the one hand and no phase change for Amide I and carboxylate bands on 

the other hand. The fact that there is a negligible change in shape and intensity for Amide I and 

carboxylate bands at LiCl concentration <0.25 M indicates the net orientation of the molecular 

groups contributing to these bands must remain similar to the orientation at low ionic strength. 
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Figure S4. Dimer connected by the “lock-and-key interface”, based on PDB structure 3BLG.1 

Above: dimer in cartoon representation with selected residues as sticks. Below: dimer colored 

according to hydrophobicity (blue = hydrophobic, e.g. Leu, Ile, Val; green: Cys, Phe, Ala, Thr, 

Gly, Met, Trp, Ser, Tyr, Pro; brown: Gln, His, Lys, Asn, Glu, Asp; red: Arg). Images were 

created using Swiss-PDB-Viewer2,3 and Pov-Ray.4,5   
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Figure S5. Dimer connected by the “lock-and-key interface”, based on PDB structure 3BLG.1 

Above: view of the contact surfaces (monomers rotated for a direct view) colored according to 

hydrophobicity (blue = hydrophobic, e.g. Leu, Ile, Val; green: Cys, Phe, Ala, Thr, Gly, Met, Trp, 

Ser, Tyr, Pro; brown: Gln, His, Lys, Asn, Glu, Asp; red: Arg). Middle and below: contact 

surfaces colored according to charge (negative = red, positive = blue). Images were created using 

Swiss-PDB-Viewer2,3 and Pov-Ray.4,5   
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Figure S6. Dimer connected by the “dimer interface”, based on PDB structure 3BLG.1 Above: 

dimer in cartoon representation with selected residues as sticks. Below: dimer colored according 

to hydrophobicity (blue = hydrophobic, e.g. Leu, Ile, Val; green: Cys, Phe, Ala, Thr, Gly, Met, 

Trp, Ser, Tyr, Pro; brown: Gln, His, Lys, Asn, Glu, Asp; red: Arg). Images were created using 

Swiss-PDB-Viewer2,3 and Pov-Ray.4,5  
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Figure S7. Dimer connected by the “dimer interface”, based on PDB structure 3BLG.1 Above: 

view of the contact surfaces (monomers rotated for a direct view) colored according to 

hydrophobicity (blue = hydrophobic, e.g. Leu, Ile, Val; green: Cys, Phe, Ala, Thr, Gly, Met, Trp, 

Ser, Tyr, Pro; brown: Gln, His, Lys, Asn, Glu, Asp; red: Arg). Middle and below: contact 

surfaces colored according to charge (negative = red, positive = blue). Images were created using 

Swiss-PDB-Viewer2,3 and Pov-Ray.4,5    
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Figure S8. Dimer connected by the “loop interface”, based on PDB structure 3BLG.1 Above: 

dimer in cartoon representation with selected residues as sticks. Below: dimer colored according 

to hydrophobicity (blue = hydrophobic, e.g. Leu, Ile, Val; green: Cys, Phe, Ala, Thr, Gly, Met, 

Trp, Ser, Tyr, Pro; brown: Gln, His, Lys, Asn, Glu, Asp; red: Arg). Images were created using 

Swiss-PDB-Viewer2, 3 and Pov-Ray.4,5   
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Figure S9. Dimer connected by the “loop interface”, based on PDB structure 3BLG.1 Above: 

view of the contact surfaces (monomers rotated for a direct view) colored according to 

hydrophobicity (blue = hydrophobic, e.g. Leu, Ile, Val; green: Cys, Phe, Ala, Thr, Gly, Met, Trp, 

Ser, Tyr, Pro; brown: Gln, His, Lys, Asn, Glu, Asp; red: Arg). Middle and below: contact 

surfaces colored according to charge (negative = red, positive = blue). Images were created using 

Swiss-PDB-Viewer2,3 and Pov-Ray.4,5    
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Atomistic MD, Monomer Simulations: Computational Details 

Initially, 5,000 steps of geometry optimization were performed (500 steps of steepest decent 

and 4,500 steps of conjugate gradient) using weak restraints (50 kcal mol1 Å2) on the protein 

atoms, followed by 5,000 steps with 10 kcal mol1 Å2 on the protein main chain atoms. The 

optimized structures were used as input for Langevin dynamics simulations at 298 K, using a 2 fs 

time step and a collision frequency of 2 ps1. Langevin dynamics is the recommended method for 

temperature control in current versions of the MD software Amber, and is reported to provide 

better results than e.g. weak-coupling or Anderson coupling. Bonds involving hydrogen were 

constrained using SHAKE.11 The distance cutoff for all nonbonding interactions was set to 12 Å. 

Long-range electrostatics were described by the particle-mesh Ewald method.12,13 For van der 

Waals interactions beyond those included in the direct sum, a continuum model correction for 

energy and pressure was used, as implemented in Amber 12.14 System heat-up was performed 

during a 500 ps constant volume (NVT) simulation with weak restraints (10 kcal mol1 Å2) on 

the protein main-chain atoms. The systems were then simulated for 600.5 ns for the systems 

containing Na+ and the K+, and 100.5 ns for the Li+ system at constant pressure (NPT) (1 bar, 

weak pressure coupling, isotropic position scaling, pressure relaxation time 2 ps) without any 

restraints. Detailed analyses of the ion distribution were performed in the 80.5-100.5 ns interval: 

First, the following radial distribution functions (RDFs) were determined: M+ and water oxygen 

(treated as solvent in ptraj)15 around carboxylate oxygens of Asp, Glu (solute), M+ and water 

oxygen around backbone carbonyl oxygens, chloride ions and water oxygens around cationic 

Lys ammonium nitrogens and Arg guanidinium (NH1,NH2) nitrogens, water oxygens around 

M+, and water hydrogens around chloride. Additionally, we determined the RDFs and the 

integrals of the RDF bin values for M+ and Cl-, respectively, around the center of mass (COM) of 
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all protein heavy (non-hydrogen) atoms with cpptraj15 from the Amber14 suite.16 Distances 

determined from the minima in the RDFs for the first and second shells of M+ and water oxygen 

around carboxylates and backbone carbonyl oxygens, respectively (see Table S1), were then 

used to calculate the number of contacts between the species, using the ptraj “watershell” 

command. A similar procedure was chosen to calculate the contacts of Cl- with the ammonium 

nitrogen and the guanidinium nitrogens of the positively charged amino acids Lys and Arg. The 

contact numbers are given in Figure 5 and Table 1 in the main text for the contacts between M+ 

and the carboxylate oxygens of individual Asp and Glu residues (Figure 5) and all Asp/Glu 

residues in the system (Table 1). Mean residence times of ions and water were calculated as 

described previously.17-19 Diffusion coefficients were determined for the LiCl system over an 

interval from 10.5-100.5 ns and for the NaCl/KCl systems from 100.5-600.5 ns (see below). To 

obtain plots of the total charge of the protein and the surrounding ions as a function of the 

distance from the protein center of mass, the protein net charge (-5 e at pH 6.2) and the integrals 

of the RDF bin values of the cations and the anions were used: Ztotal = Zprotein + Zcations - Zanions. 
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Atomistic MD, Dimer Simulations: Computational Details 

No aspartate, glutamate or histidine residues were protonated in the structures with loop EF 

open, and only the glutamates Glh89 of both monomers were protonated in the structure with this 

loop closed. Histidines His146 of both monomers were treated as “Hid”, His161 as “Hie”. This 

protonation state corresponds approximately to a pH of 8.2 according to the pKa prediction tools. 

Disulfide bridges were defined as in the monomer case. The total charge of the final dimer was 

18 in the case of the structure with loop EF open, and 16 with it closed. The structures were 

solvated in SPCE20 water, and Na+ and K+ counterions added to each system. Additionally, 

NaCl/KCl ions were added to achieve an electrolyte concentration of 100.7 mM M+ (“loop 

interface”, loop closed) and 100.8/101.7/101.8 mM M+ (loop open, “dimer”, “loop”, “lock-and-

key” interface structures). Metal-ion positions were randomized using Amber 12 ptraj. Ions were 

treated using Joung/Cheatham21 parameters (JC), additionally, for comparison, simulations of the 

“loop interface” structure were repeated with ion parameters given in data set 5 in the paper by 

Horinek, Mamatkulov and Netz (HN).22 In the simulation with the latter parameters, the dimer in 

the Na+ simulation separated too quickly for our understanding. The well depths for the cations 

in the HN parameter set are much smaller than in the Joung/Cheatham parameter set, and also 

the values for Rmin/2 are much larger than the ones used by JC, which more closely resemble ion 

radii. These parameters seemed to us to be too “weak” for the problem under investigation. MD-

simulation parameters were chosen as in the monomer simulations. In the “dimer” and “lock-

and-key interface” simulations, a simulation time of 61.5 ns was chosen and detailed analyses 

were carried out from 41.5 – 61.5 ns. In the case of the “loop interface” structure based on 2BLG 

(loop open), simulations were propagated until 209.5 ns and detailed analyses were performed 
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for 101.5-209.5 ns. For the “loop interface” structure based on 3BLG (loop closed), the 

simulation time was extended to 413.5 ns (analysis interval 101.5-413.5 ns). 
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Thermodynamic Integration: Computational Details 

In order to avoid the problem of a charged system in the “free leg” of the simulations, i.e. the 

one in which the cations are perturbed into each other in water alone, we used a neutral protein 

for the TI simulations (i.e., the protein at the isoelectric point). For the monomer, the electrically 

neutral protein (corresponding to a pH of ca. 4-5) was obtained from PDB structure 3BLG by 

protonating the following residues: Ash33, Glh44, Glh74, Glh89, Glh114, Glh157, Glh158, 

Hip146, Hip161. Additionally, a monomer simulation was performed with Glh131 protonated 

instead of Glh74, which turned out to be too close to the interface in the dimer simulation. In the 

dimer simulation, residues Ash33, Glh44, Glh89, Glh114, Glh131, Glh157, Glh158 in both 

monomers were protonated. The initial structure, constructed from PDB code 3BLG and 

connected by the “loop interface”, was slightly modified by pulling the monomers apart by ca. 

2.7 Å, thus creating space for bridging cations. The protein was solvated in a truncated 

octahedral box of SPCE waters, which exceeds the protein dimensions by 10 Å (monomer) and 

15 Å (dimer) in each direction. MCl electrolyte ions were then added to obtain an M+ 

concentration of 100 mM (monomer: 9 MCl, 101.3 mM; dimer: 40 MCl, 101.12 mM), these ions 

were not randomized in the simulations with protein present, i.e. the ions were placed in 

positions with a favorable Coulombic interaction with the protein. For van-der-Waals 

interactions, a cutoff of 10 Å was used. All other simulation parameters were chosen as in the 

non-TI-simulations described above. The monomer was pre-equilibrated at  = 0.0 (K+) for 

100.5 ns, and at  = 1.0 (Na+) for 60.5 ns to get structural information about the protein at the 

isoelectric point. Standard MD analyses (not shown) showed that the system was stable and well 

equilibrated after these times. For Na+, an average (analysis interval: 30.5 – 60.5 ns) of 3.29 Na+ 

ions was found to be coordinated in the first and second coordination shells around deprotonated 
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Asp and Glu; this number is 2.62 for K+ (50.5-100.5 ns). The pre-equilibrated monomer system 

with KCl was then used as starting structure for dual-topology Sander.MPI simulations with 

Amber12.14,23 Nine -windows (0.1, …, 0.9) were used to represent the transition from K+ to 

Na+. Separate simulation “legs” were established for the “bound” (protein + ions/water) and 

“free” cases (ions/water). Initial geometry optimization, equilibration and data acquisition were 

performed at each  value. For the monomer simulation with Glh74 protonated, equilibration of 

5.5 ns was followed by data collection over 10  2 ns (5.5-25.5 ns). In the monomer simulation 

with Glh131 protonated instead of Glh74, we chose a longer equilibration (15.5 ns), and 

collected gradients of <dV/d over 10  2 ns (15.5-35.5 ns). Numerical integration according to 

the midpoint rule was used to obtain the perturbation free energies for the individual simulation 

intervals, gradients for = 0.0 and = 1.0 were obtained by extrapolating from neighboring -

values. As precision estimates we used the standard error from consecutive MD runs (batch 

averaging), which has been shown to agree well with more advanced error analysis in our 

previous work on DNA base-pair mutations by TI.24 

In the case of the dimer simulations, no pre-equilibration at  = 0.0 was performed to avoid 

any bias on the structure, here, the initial solvated structure with KCl was only geometry 

optimized (500 steepest descent and 4500 conjugate gradient minimization steps). Then, the 

system was geometry optimized and equilibrated (5.0 ns) at each  value (0.1, ..., 0.9). Data 

acquisition was performed over 40 x 0.5 ns (5.0-25.0 ns.) 
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Table S1. Minima in the radial distribution functions [Å] that were used to define first and 

second coordination shells (atomistic MD, monomer simulations). 

 

 M+/COO- WatO/COO- M+/BB-O WatO/BB-O Cl-/Lys-N Cl-/Arg-N 

  1st 2nd 1st 2nd 1st 1st 2nd 1st 2nd   

WatO (LiCl) 3.18 5.15 3.35 5.45 

Li+ 2.70 5.22 2.26 

Cl- (LiCl) 4.00 6.40 6.40 

WatO (NaCl) 3.18 5.47 3.35 5.48 

Na+ 3.12 5.26 3.30 

Cl- (NaCl) 4.00 6.40 6.40 

WatO (KCl) 3.25 5.54 3.36 5.47 

K+ 3.55 5.50 3.90 

Cl- (KCl) 4.00 6.40 6.40 
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Figure S10. Radial distribution functions (black, integrals: red) of Li+ (above), Na+ (middle), K+ 

(below) around Asp and Glu carboxylate oxygens (monomer simulations, 100 mM M+). 
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Figure S11. Radial distribution functions (black, integrals: red) of Cl- around Lys ammonium 

(above) and Arg guanidinium (NH1/NH2, below) nitrogens (monomer simulation with 100 mM 

LiCl). 
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Figure S12. Li+ (above/left, blue), Na+ (blue, above/right), K+ (blue, below) and Cl- (green) 

distribution around a BLGA monomer (solvent accessible surface colored according to charge, 

red = negative, blue = positive). Simulations with 100 mM LiCl/NaCl/KCl, analysis interval 

80.5-100.5 ns, all frames fitted on minimized structure, only every 100th frame for MCl shown 

for clarity. Figures were created using VMD.25,26 
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Figure S13. Monomer simulation with 100 mM NaCl, snapshot at 100.5 ns. Water molecules 

(triangles red/silver) and sodium ion (blue sphere) within 5 Å of Glu134 (sticks, above) and the 

Asp53/Glu74 pair of residues (sticks, below). Figures were created using VMD.25,26 
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Figure S14. Radius of gyration, calculated for all protein atoms. Above, left: simulations with 

LiCl electrolyte; above, right: simulations with NaCl; below: simulations with KCl. Data shown 

for simulations of monomers with loop EF closed (3BLG). Analysis interval: 0.5-100.5 ns, 

additionally mean values are given for 80.5-100.5 ns, all frames were fitted on the minimized X-

ray structure before analysis, electrolyte concentration 100 mM, Joung/Cheatham ion parameters 

were used. 

  



 S29

 

 
 

 

Figure S15. Simulations of dimers based on the monomer structure with loop EF open (2BLG), 

and the monomers connected via the “loop interface”. Protein structure: 209.5 ns, electrolyte: 

101.5-209.5 ns, every 5th frame for MCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Above: NaCl, below: KCl. 

Sodium and potassium ions are blue, chloride light blue. Figures were created using VMD.25,26
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Figure S16. Simulation of dimer based on the monomer structure with loop EF open (2BLG), 

and the monomers connected via the “loop interface”. Protein structure: 209.5 ns (solvent 

accessible surface colored according to charge, red = negative, blue = positive), electrolyte: 

101.5-209.5 ns, every 5th frame for NaCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Sodium ions are blue, 

chloride light blue. Figures were created using VMD.25,26  



 S31

 

 
Figure S17. Root mean square deviation (RMSD), calculated for all C atoms after fitting each 

structure on the minimized X-ray structure. Above: simulations with NaCl electrolyte; below: 

simulations with KCl. Data shown for simulations of dimers based on the monomer structure 

with loop EF open (2BLG), and the monomers connected via the “loop interface”. Analysis 

interval: 0.5-209.5 ns, additionally mean values are given for 101.5-209.5 ns, all frames were 

fitted on the minimized X-ray structure before analysis, electrolyte concentration 100 mM, 

Joung/Cheatham ion parameters were used.   
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Figure S18. Radius of gyration, calculated for all protein atoms. Above: simulations with NaCl 

electrolyte; below: simulations with KCl. Data shown for simulations of dimers based on the 

monomer structure with loop EF open (2BLG), and the monomers connected via the “loop 

interface”. Analysis interval: 0.5-209.5 ns, additionally mean values are given for 101.5-209.5 

ns, all frames were fitted on the minimized X-ray structure before analysis, electrolyte 

concentration 100 mM, Joung/Cheatham ion parameters were used.  
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Figure S19. Distance of the centers of mass of all C atoms in monomers 1 and 2. Above: 

simulations with NaCl electrolyte; below: simulations with KCl. Data shown for simulations of 

dimers based on the monomer structure with loop EF open (2BLG), and the monomers 

connected via the “loop interface”. Analysis interval: 0.5-209.5 ns, additionally mean values are 

given for 101.5-209.5 ns, all frames were fitted on the minimized X-ray structure before analysis, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters were used.  
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Figure S20. Simulations of dimers based on the monomer structure with loop EF closed (3BLG), 

and the monomers connected via the “loop Interface”. Protein structure: 413.5 ns, electrolyte: 

101.5-413.5 ns, every 5th frame for MCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Above: NaCl, below: KCl. 

Sodium and potassium ions are blue, chloride light blue. Figures were created using VMD.25,26
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Figure S21. Simulation of dimer based on the monomer structure with loop EF closed (3BLG), 

and the monomers connected via the “loop Interface”. Protein structure: 413.5 ns (solvent 

accessible surface colored according to charge, red = negative, blue = positive), electrolyte: 

101.5-413.5 ns, every 5th frame for NaCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Sodium ions are blue, 

chloride light blue. Figures were created using VMD.25,26  
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Figure S22. Root mean square deviation (RMSD), calculated for all C atoms after fitting each 

structure on the minimized X-ray structure. Above: simulations with NaCl electrolyte; below: 

simulations with KCl. Data shown for simulations of dimers based on the monomer structure 

with loop EF closed (3BLG), and the monomers connected via the “loop interface”. Analysis 

interval: 0.5-413.5 ns, additionally mean values are given for 101.5-413.5 and 101.5-209.5 ns, all 

frames were fitted on the minimized X-ray structure before analysis, electrolyte concentration 

100 mM, Joung/Cheatham ion parameters were used.  
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Figure S23. Radius of gyration, calculated for all protein atoms. Above: simulations with NaCl 

electrolyte; below: simulations with KCl. Data shown for simulations of dimers based on the 

monomer structure with loop EF closed (3BLG), and the monomers connected via the “loop 

interface”. Analysis interval: 0.5-413.5 ns, additionally mean values are given for 101.5-413.5 

and 101.5-209.5 ns, all frames were fitted on the minimized X-ray structure before analysis, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters were used.  
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Figure S24. Distance of the centers of mass of all C atoms in monomers 1 and 2. Above: 

simulations with NaCl electrolyte; below: simulations with KCl. Data shown for simulations of 

dimers based on the monomer structure with loop EF closed (3BLG), and the monomers 

connected via the “loop interface”. Analysis interval: 0.5-413.5 ns, additionally mean values are 

given for 101.5-413.5 and 101.5-209.5 ns, all frames were fitted on the minimized X-ray 

structure before analysis, electrolyte concentration 100 mM, Joung/Cheatham ion parameters 

were used.  
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Figure S25. Distance between atoms OE2 of Glh89 and O of Ser116 for monomer 1 (left) and 

monomer 2 (Glh251 OE2-Ser287 O, right), indicating whether loop EF is closed by formation of 

a hydrogen bond between these atoms; Above: simulations with NaCl electrolyte; below: 

simulations with KCl. Data shown for simulations of dimers based on the monomer structure 

with loop EF closed (3BLG), and the monomers connected via the “loop interface”. Analysis 

interval: 0.5-413.5 ns, all frames were fitted on the minimized X-ray structure before analysis, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters were used.  
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Figure S26. Simulations of dimers based on the monomer structure with loop EF open (2BLG), 

and the monomers connected via the “dimer Interface”. Protein structure: 61.5 ns, electrolyte: 

0.5-61.5 ns, every 5th frame for MCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Above: NaCl, below: KCl. 

Sodium and potassium ions are blue, chloride light blue. Figures were created using VMD.25,26
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Figure S27. Simulation of dimer based on the monomer structure with loop EF open (2BLG), 

and the monomers connected via the “dimer Interface”. Protein structure: 61.5 ns (solvent 

accessible surface colored according to charge, red = negative, blue = positive), electrolyte: 0.5-

61.5 ns, every 5th frame for NaCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Sodium ions are blue, 

chloride light blue. Figures were created using VMD.25,26  
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Figure S28. Root mean square deviation (RMSD), calculated for all C atoms after fitting each 

structure on the minimized X-ray structure. Above: simulations with NaCl electrolyte; below: 

simulations with KCl. Data shown for simulations of dimers based on the monomer structure 

with loop EF open (2BLG), and the monomers connected via the “dimer interface”. Analysis 

interval: 0.5-209.5 ns, all frames were fitted on the minimized X-ray structure before analysis, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters were used.  
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Figure S29. Radius of gyration, calculated for all protein atoms. Above: simulations with NaCl 

electrolyte; below: simulations with KCl. Data shown for simulations of dimers based on the 

monomer structure with loop EF open (2BLG), and the monomers connected via the “dimer 

interface”. Analysis interval: 0.5-209.5 ns, all frames were fitted on the minimized X-ray 

structure before analysis, electrolyte concentration 100 mM, Joung/Cheatham ion parameters 

were used.   
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Figure S30. Distance of the centers of mass of all C atoms in monomers 1 and 2. Above: 

simulations with NaCl electrolyte; below: simulations with KCl. Data shown for simulations of 

dimers based on the monomer structure with loop EF open (2BLG), and the monomers 

connected via the “dimer interface”. Analysis interval: 0.5-209.5 ns, all frames were fitted on the 

minimized X-ray structure before analysis, electrolyte concentration 100 mM, Joung/Cheatham 

ion parameters were used.   
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Figure S31. Simulations of dimers based on the monomer structure with loop EF open (2BLG), 

and the monomers connected via the “lock-and-key interface”. Protein structure: 61.5 ns, 

electrolyte: 0.5-61.5 ns, every 5th frame for MCl shown, all frames fitted on minimized X-ray 

structure, electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Above: NaCl, 

below: KCl. Sodium and potassium ions are blue, chloride light blue. Figures were created using 

VMD.25,26  
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Figure S32. Simulation of dimer based on the monomer structure with loop EF open (2BLG), 

and the monomers connected via the “lock-and-key interface”. Protein structure: 61.5 ns (solvent 

accessible surface colored according to charge, red = negative, blue = positive), electrolyte: 0.5-

61.5 ns, every 5th frame for NaCl shown, all frames fitted on minimized X-ray structure, 

electrolyte concentration 100 mM, Joung/Cheatham ion parameters. Sodium ions are blue, 

chloride light blue. Figures were created using VMD.25,26  
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Figure S33. Root mean square deviation (RMSD), calculated for all C atoms after fitting each 

structure on the minimized X-ray structure. Above: simulations with NaCl electrolyte; below: 

simulations with KCl. Data shown for simulations of dimers based on the monomer structure 

with loop EF open (2BLG), and the monomers connected via the “lock-and-key interface”. 

Analysis interval: 0.5-209.5 ns, all frames were fitted on the minimized X-ray structure before 

analysis, electrolyte concentration 100 mM, Joung/Cheatham ion parameters were used. 
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Figure S34. Radius of gyration, calculated for all protein atoms. Above: simulations with NaCl 

electrolyte; below: simulations with KCl. Data shown for simulations of dimers based on the 

monomer structure with loop EF open (2BLG), and the monomers connected via the “lock-and-

key interface”. Analysis interval: 0.5-209.5 ns, all frames were fitted on the minimized X-ray 

structure before analysis, electrolyte concentration 100 mM, Joung/Cheatham ion parameters 

were used.  
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Figure S35. Distance of the centers of mass of all C atoms in monomers 1 and 2. Above: 

simulations with NaCl electrolyte; below: simulations with KCl. Data shown for simulations of 

dimers based on the monomer structure with loop EF open (2BLG), and the monomers 

connected via the “lock-and-key interface”. Analysis interval: 0.5-209.5 ns, all frames were fitted 

on the minimized X-ray structure before analysis, electrolyte concentration 100 mM, 

Joung/Cheatham ion parameters were used.  
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Figure S36. Gradients dV/d vs. simulation time, data given for  = 0.1 (“K+-like”) and  = 0.9 

(“Na+-like”). “Bound” simulation (i.e., ions, protein and water present). Monomer with 

protonated Glh74. 
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Figure S37. Gradients dV/d vs. simulation time, data given for  = 0.1 (“K+-like”) and  = 0.9 

(“Na+-like”). “Free” simulation (i.e., ions, and water present). Number of ions and water 

molecules as in monomer simulation. 
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Figure S38. Ensemble averages of gradients <dV/d> vs. , data given exemplary for 23.5-25.5 

ns. Monomer simulation with protonated Glh74. 
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Table S2. Integrated perturbation free energies, given for partial trajectories (2 ns each). SD: 

standard deviation, SE: standard error. “Bound” simulation (i.e., ions, protein and water present). 

Monomer with protonated Glh74. 

MD time [ns] Gpert [kcal.mol-1]

3 3.5 -159.31 

4 5.5 -159.87 

5 7.5 -159.86 

6 9.5 -159.54 

7 11.5 -159.66 

8 13.5 -159.45 

9 15.5 -159.26 

10 17.5 -159.94 

11 19.5 -159.96 

12 21.5 -159.64 

13 23.5 -159.17 

14 25.5 -159.74 

md5-14 mean -159.62 

SD 0.26 

SE 0.08 
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Table S3. Integrated perturbation free energies, given for partial trajectories (2 ns each). SD: 

standard deviation, SE: standard error. “Free” simulation (i.e., ions, and water present). Number 

of ions and water molecules as in monomer simulation. 

MD time [ns] Gpert [kcal.mol-1]

3 3.5 -159.06 

4 5.5 -159.19 

5 7.5 -159.22 

6 9.5 -159.05 

7 11.5 -159.06 

8 13.5 -159.02 

9 15.5 -159.12 

10 17.5 -159.14 

11 19.5 -159.21 

12 21.5 -159.18 

13 23.5 -159.09 

14 25.5 -159.14 

md5-14 mean -159.12 

SD 0.06 

SE 0.02 
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Figure S39. Integrated perturbation free energies, given for partial trajectories (2 ns each) vs. 

simulation time. Error bars are standard errors from batch averaging. Monomer with protonated 

Glh74. 
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Figure S40. Gradients dV/d vs. simulation time, data given for  = 0.1 (“K+-like”) and  = 0.9 

(“Na+-like”). “Bound” simulation (i.e., ions, protein and water present). Monomer with 

alternative protonation state (Glh131 instead of Glh74). 
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Figure S41. Ensemble averages of gradients <dV/d> vs. , data given exemplary for 33.5-35.5 

ns (bound) and 23.5-25.5 ns (free). Monomer with alternative protonation state (Glh131 instead 

of Glh74). 
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Table S4. Integrated perturbation free energies, given for partial trajectories (2 ns each). SD: 

standard deviation, SE: standard error. “Bound” simulation (i.e., ions, protein and water present). 

Monomer with alternative protonation state (Glh131 instead of Glh74). 

MD time [ns] Gpert [kcal.mol-1]

3 3.5 -159.673385 

4 5.5 -159.225675 

5 7.5 -159.530955 

6 9.5 -160.46284 

7 11.5 -160.58615 

8 13.5 -161.013155 

9 15.5 -160.62869 

10 17.5 -160.049535 

11 19.5 -159.94907 

12 21.5 -160.00807 

13 23.5 -160.103585 

14 25.5 -160.14084 

15 27.5 -160.13263 

16 29.5 -160.476255 

17 31.5 -160.075305 

18 33.5 -160.3271 

19 35.5 -159.97054 

md10-19 mean -160.12 

SD 0.16 

SE 0.05 
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Figure S42. Integrated perturbation free energies, given for partial trajectories (2 ns each) vs. 

simulation time. Error bars are standard errors from batch averaging. Monomer with alternative 

protonation state (Glh131 instead of Glh74). 
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Figure S43. Gradients dV/d vs. simulation time, data given for  = 0.1 (“K+-like”) and  = 0.9 

(“Na+-like”). “Bound” simulation (i.e., ions, protein and water present) of dimer. 

  



 S61

 

Figure S44. Root mean square deviation (RMSD), calculated for all C atoms after fitting each 

structure on the minimized X-ray structure, vs. simulation time; data given for  = 0.1 (“K+-

like”) and  = 0.9 (“Na+-like”). “Bound” simulation (i.e., ions, protein and water present) of 

dimer. 
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Figure S45. Radius of gyration, calculated for all protein atoms  vs. simulation time; data given 

for  = 0.1 (“K+-like”) and  = 0.9 (“Na+-like”). “Bound” simulation (i.e., ions, protein and water 

present) of dimer. 
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Figure S46. Distance of the centers of mass of all C atoms in monomers 1 and 2. vs. simulation 

time; data given for  = 0.1 (“K+-like”) and  = 0.9 (“Na+-like”). “Bound” simulation (i.e., ions, 

protein and water present) of dimer. 
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Figure S47. Distance between atoms OE2 of Glh89 and O of Ser116 for monomer 1 (left) and 

monomer 2 (Glh251 OE2-Ser287 O, right), indicating whether loop EF is closed by formation of 

a hydrogen bond between these atoms, vs. simulation time; data given for  = 0.1 (“K+-like”) 

and  = 0.9 (“Na+-like”). “Bound” simulation (i.e., ions, protein and water present) of dimer. 
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Figure S48. Gradients dV/d vs. simulation time, data given for  = 0.1 (“K+-like”) and  = 0.9 

(“Na+-like”). “Free” simulation (i.e., ions, and water present). Number of ions and water 

molecules as in dimer simulation. 
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Figure S49. Ensemble averages of gradients <dV/d> vs. , data given exemplary for 24.5-25.0 

ns. Dimer simulation. 



 S67

Table S5. Integrated perturbation free energies, given for partial trajectories (0.5 ns each). SD: 

standard deviation, SE: standard error. “Bound” simulation (i.e., ions, protein and water present) 

of the dimer. 

MD time [ns] Gpert [kcal.mol-1]

3 1.5 -712.31 

4 2.0 -710.21 

5 2.5 -709.23 

6 3.0 -710.06 

7 3.5 -709.39 

8 4.0 -709.54 

9 4.5 -710.22 

10 5.0 -710.59 

11 5.5 -709.88 

12 6.0 -709.83 

13 6.5 -709.67 

14 7.0 -710.52 

15 7.5 -710.45 

16 8.0 -711.11 

17 8.5 -710.28 

18 9.0 -713.59 

19 9.5 -708.45 

20 10.0 -708.90 

21 10.5 -710.25 

22 11.0 -710.71 

23 11.5 -710.29 

24 12.0 -711.28 
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25 12.5 -710.46 

26 13.0 -709.16 

27 13.5 -709.00 

28 14.0 -709.41 

29 14.5 -709.72 

30 15.0 -709.05 

31 15.5 -708.92 

32 16.0 -709.54 

33 16.5 -709.98 

34 17.0 -710.09 

35 17.5 -709.74 

36 18.0 -710.13 

37 18.5 -711.21 

38 19.0 -712.28 

39 19.5 -709.53 

40 20.0 -710.13 

41 20.5 -709.82 

42 21.0 -710.48 

43 21.5 -709.47 

44 22.0 -709.90 

45 22.5 -709.75 

46 23.0 -710.94 

47 23.5 -710.14 

48 24.0 -709.87 

49 24.5 -709.99 

50 25.0 -710.41 

md11-50 mean -710.11 
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SD 0.92 

SE 0.14 
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Table S6. Integrated perturbation free energies, given for partial trajectories (0.5 ns each). SD: 

standard deviation, SE: standard error. “Free” simulation (i.e., ions, and water present). Number 

of ions and water molecules as in dimer simulation. 

MD time [ns] Gpert [kcal.mol-1]

3 1.5 -707.07 

4 2.0 -706.77 

5 2.5 -707.53 

6 3.0 -707.12 

7 3.5 -707.53 

8 4.0 -707.45 

9 4.5 -707.69 

10 5.0 -707.23 

11 5.5 -706.91 

12 6.0 -707.32 

13 6.5 -706.98 

14 7.0 -706.76 

15 7.5 -707.43 

16 8.0 -707.10 

17 8.5 -707.11 

18 9.0 -706.79 

19 9.5 -707.00 

20 10.0 -707.10 

21 10.5 -707.08 

22 11.0 -707.37 

23 11.5 -706.85 

24 12.0 -707.22 
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25 12.5 -707.47 

26 13.0 -707.07 

27 13.5 -707.26 

28 14.0 -707.04 

29 14.5 -707.48 

30 15.0 -707.37 

31 15.5 -707.59 

32 16.0 -707.51 

33 16.5 -707.44 

34 17.0 -707.18 

35 17.5 -707.08 

36 18.0 -707.18 

37 18.5 -707.20 

38 19.0 -707.06 

39 19.5 -707.50 

40 20.0 -707.78 

41 20.5 -706.82 

42 21.0 -706.92 

43 21.5 -707.45 

44 22.0 -707.47 

45 22.5 -707.07 

46 23.0 -707.18 

47 23.5 -707.07 

48 24.0 -707.21 

49 24.5 -707.16 

50 25.0 -707.22 

md11-50 mean -707.19 
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SD 0.23 

SE 0.04 
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Figure S50. Integrated perturbation free energies, given for partial trajectories (0.5 ns each) vs. 

simulation time. Error bars are standard errors from batch averaging. Dimer simulation. 
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Figure S51. Structure of dimer after 25 ns (cartoon representation, Asp and Glu as sticks). Every 

structure of MCl in the time interval 5.0-25.0 ns shown. M+: blue, Cl-: green. Above:  = 0.1 

(“K+-like”), below:  = 0.9 (“Na+-like”). Figures were created using VMD.25,26  
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Protein Diffusion Coefficients 

Estimates for protein diffusion coefficients were determined from mean square displacements: 

In the monomer simulations, for the LiCl system, an interval from 10.5-100.5 ns was used and 

for the NaCl/KCl systems from 100.5-600.5 ns. For the dimer simulations, an interval from 

101.5-209.5 ns was chosen. Mean square displacements versus time were calculated for the 

center of mass of all atoms (using a modified version of AmberTools ptraj provided by Hannes 

Loeffler),27 and from these the diffusion coefficients were calculated using | 0 |2 /6 . 

While the initial experimental data (dynamic light scattering) suggested faster protein diffusion 

in a KCl electrolyte compared to NaCl, and also a concentration dependence, our data do not 

show such an effect. The orders of magnitude of the calculated and the measured diffusion 

coefficients, however, agree well (approx. 2-3  107 cm2 s1 for the monomers, and approx. 0.3-

1.2  107 cm2 s1 for the dimers). We are aware that a simulation in the NPT ensemble can only 

give a crude indication of the order of magnitude of protein diffusion coefficients, and that 

extensive sampling (e.g. by repeating the simulations with different starting velocities and 

extending simulation time) is required, as discussed in the literature.28 It was shown in the 

literature that averaging mean square displacements from several simulation runs can help to 

obtain more accurate values for diffusion coefficients, even for large molecules like proteins.28  
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Table S7. Protein diffusion coefficients, monomer simulations, calculated from mean square 

displacements of the center of mass of all atoms. 

D / 10-7 cm2 s-1 

LiCl 100 mM 1.92 

NaCl 20 mM 1.83 

NaCl 100 mM 1.52 

KCl 20 mM 2.18 

KCl 100 mM 0.66 

 

 

 

Table S8. Protein diffusion coefficients, dimer simulations, calculated from mean square 

displacements of the center of mass of all atoms. 

dimer based on PDB code loop salt D / 10-7 cm2 s-1 

2BLG open NaCl 100 mM 0.56 

KCl 100 mM 0.34 

3BLG closed NaCl 100 mM 1.23 

    KCl 100 mM 0.74 
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Coarse-Grain MD Simulations 

For our coarse-grained (CG) MD simulations, we solvated 32 protein monomers (3BLG, 

protonation states as in the atomistic simulation) in ca. 800,000 water beads (representing 4 

water molecules each), thus yielding a protein concentration of 547 M, and added Na+ and Cl- 

beads (each representing a hydrated ion) to ensure an electrolyte concentration of 0.1 M. 

Parameters were taken from Martini 2.2, ion parameters (Na+, Cl-) from Martini 2.0.29-31 All 

simulations were performed using Gromacs 4.x32 on 32x12 CPUs (32x24 SMT cores), thus 

allowing to simulate ca. 1 s/d. For the simulation parameters, standard Martini values were used 

(shifted cutoffs (LJ 0.9-1.2 nm, Coulomb 0.0-1.2 nm), rel = 15, T-coupling: v-rescale, p-

coupling: Parinello-Rahman, 30 fs integration step size, 300 K, periodic boundary conditions). 

The use of a cutoff for electrostatic interactions might be considered problematic as long-range 

interactions are neglected. However, Martini was parameterized to give optimal results using the 

above simulation parameters, and using a particle-mesh Ewald technique with Martini is 

currently still experimental and not sufficiently validated (although in principle possible with the 

polarizable variant of the force field).31,33 

To study the aggregation and surface adsorption behavior of BLG, we performed 3 sets of 

coarse-grained (CG) MD simulations: First, a bulk system with evenly distributed BLG 

monomers was simulated. Additionally, 2 surface systems were set up. In one case, the protein 

monomers were evenly distributed in the aqueous phase in the starting structure, and in the other 

case, the protein monomers were initially placed near the surface. Each simulation was 

equilibrated for 333 ns and after that data were collected during 5.1 s simulation. Simulations 

were performed in the NPT ensemble (bulk simulation) and in the NVT ensemble (surface 

systems, after NPT equilibration). 
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In the coarse-grained MD simulations, in all 3 scenarios (mostly linear) aggregates were 

quickly formed, and no clear surface preference was observed. An illustration is given in Figure 

S52. From the experimental results, however, we expect at least a monolayer of BLG at the 

surface for the pH value reflected by the protonation state of the protein. Possible reasons for the 

unsatisfactory performance of the CG force field are certainly the lack of atomic detail in the CG 

representation, the crude treatment of electrostatics and possibly the lack of orientational 

polarization in the water model. Also, the relatively high protein concentration in the simulation 

(compared to experiment) enhances aggregation. A further possible influence of the presence of 

the 100 mM NaCl electrolyte needs to be investigated. For future studies, using a polarizable 

model together with an improved description of electrostatics seems promising (Martini 

2.2P).31,33 
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Figure S52. Left: Coarse-grained MD simulation of 32 BLGA monomers in a solution/vacuum 

system, snapshot after 5.433 s. Right: particle density along the z-axis. 
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Figure S53. Four monomers, connected by the “lock-and-key”, “dimer” and “loop” interfaces, 

based on PDB structure 3BLG.1 Monomers in cartoon representation with residues forming 

contacts as colored sticks (blue: “lock-and-key”, green: “dimer”, red: “loop interface”). Images 

were created using Swiss-PDB-Viewer2,3 and Pov-Ray.4,5  
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