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Computational Methods

Molecular dynamics and QM/MM calculations were performed using the Chemistry at HARvard

Molecular Mechanics (CHARMM)1,2 program with the CHARMM27 parameter force field.3 The

starting point for the YADH simulations was the crystal structure prepared by Plapp, et al. (PDB

ID: 2HCY).4 The crystallized substrate analog, trifluoroethanol, was converted to benzylate using

the CGenFF program version 0.9.65,6 to generate parameters from the CGenFF force field ver-

sion 2b7.7,8 The crystallized co-enzyme analog, 8-iodo nicotinamide adenine dinucleotide (NAD),

was substituted with non-iodinated NAD. The Maestro Protein Preparation Wizard9 was used to

predict the protonation states of residues throughout the protein, and, in particular, Histidine 48

was protonated as in the reactive scheme proposed by Plapp, et al.10 The protein was solvated in

a 130 Å sphere of TIP3P water molecules and 20 potassium atoms were added to neutralize the

system.

The system was partitioned into quantum and molecular mechanics regions and the generalized

hybrid orbital (GHO) method was used to couple them.11 The quantum region consisted of one

of the active sites, consisting of the benzylate, the nicotinamide ring of the NAD, the zinc and

the sidechains of the amino acids which coordinate zinc (2 cysteines in thiolate form and one

histidine). The linker atoms were the α-carbons of the amino acids and the NC1′ carbon in the

NAD. The quantum region was simulated using a modified PM3 method12,13 which is altered to

better model Zinc in biological conditions.14 Minimization was performed by first constraining the

protein and minimizing it gradually reducing constraints, first on the protein sidechains, and then

on the protein backbone. The system was then heated from 0 to 300 K over the course of 300 ps,

and equilibrated for 300 ps.

Transition Path Sampling (TPS) was performed on both YADH and LDH to generate micro-

canonical reactive trajectory ensembles. For the calculation on YADH without CMD, one ensemble

was generated containing 101 trajectories. The initial reactive trajectory was generated by using

a harmonic potential to compress the donor and acceptor and another harmonic potential on the

hydride and acceptor. For the auxiliary calculation on LDH, 20 trajectories were generated in
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one micro-canonical ensemble, using as the starting trajectory the final trajectory of one of the

microcanonical ensembles generated in the study by Masterson, et al.15

For completeness, the system preparation is summarized here. The study began with the crys-

tal structure prepared by Read, et. al. (PDB ID: 1I0Z).16 To allow for catalysis to occur, the

substrate mimic oxamate, which was used for crystallography, was changed to pyruvate, the native

substrate, by replacing the nitrogen with a methyl group, and the active site histidine (His193) was

protonated. A 130 Å sphere of TIP3P water was used to solvate the protein and potassium ions

were used for neutralization. One of the active sites in the enzyme was modeled using the AM1

quantum mechanical potential.17 The quantum region for QM/MM included the nicotinamide ring

on NAD, the pyruvate and the sidechain of His193. The quantum region was linked to the classical

region by using the GHO method.11 The linker atoms were the α-carbon of the histidine and the

NC1′ carbon of the NAD. Before starting TPS, the system was minimized, heated from 0 to 300 K

over the course of 300 ps, then equilibrated for 500 ps. The initial reactive trajectory was generated

by adding harmonic constraints to QM/MM dynamics.

The integration of the centroid method is summarized below. Details can be found in an earlier

paper by Antoniou, et. al.18 The motion of the ith quantum particle in the centroid formalism is

described by

miR̈RRi = 〈FFF i(RRRi, ...,RRRN)〉c, (1)

where mi is the mass of the particle, R̈RRi is its centroid position, and the c denotes a path integral

average. The centroid position is the center of mass of a polymer chain of B beads,

RRRc
i =

1
B

B

∑
β=1

rrrβ

i , (2)

where particles are referred to by Latin subscripts and beads are referred to by Greek subscripts.

Each bead has mass mi/B and the sum of forces on all the beads is the centroid force FFF i,

FFF i(RRRc
1, ...,RRR

c
N) =−

1
B

B

∑
β=1

∂V (rrrβ

i )

∂ rrrβ

i

. (3)
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In Eq. (1) the path integral average is weighted by exp(−βVeff), where Veff is

Veff(rrr
β

i ) = ∑
i

∑
β

[
1
2

ki(rrr
β

i − rrrβ+1
i )2 +

1
B

V (rβ

i )

]
, (4)

with neighboring beads attached by harmonic potentials with a spring constant of ki = miB(kBT )2.

To efficiently calculate the average of the forces in Eq. (1), a normal mode transformation is

applied to separate the slower centroid motion from the motions of the beads.19 The transformed

effective bead potential is

Veff(RRRi;qqqi
α) =

N

∑
i=1

B−1

∑
β=i

[
1
2

mi
α(ω

i
αqqqi

α)
2 +

1
B

V (RRRi;qqqi
α)

]
, (5)

where the Bth mode corresponds to the centroid motion. The masses of the normal modes are

taken to equal mi
α = µi(ω

i
α)

2, where µi is a proportionality constant.

The normal mode transformation allows for several approximations to be made.20 First, the

normal modes are taken to be fast compared to the centroid motion, which requires a multi-step

molecular dynamics propagation.21 Second, Nosé-Hoover thermostats were attached to each nor-

mal mode to properly sample the accessible phase space. Third, since the phase space of the normal

mode coordinates is being sampled quickly, the path integral average of the force can be replaced

with the instantaneous value of the force for propagation of the centroid variable. This is an anal-

ogous approximation to the Car-Parrinello method of molecular dynamics.22 The CMD method

was integrated into CHARMM by altering the source code directly. During the energy calculation

of each timestep, the centroid code is activated which calculates the force on the centroid particle

over many smaller bead propagation timesteps. This force then replaces the original force on the

particle and CHARMM dynamics continues.

For the centroid calculations, each particle was composed of a necklace of 8 beads and the nor-

mal modes were propagated with a time-step of 0.05 fs, with a full MD time-step of 0.5 fs. These

parameters were chosen as a compromise between accuracy and practicality. Additional beads in

the centroid calculation were prohibitively time consuming, while a slower timestep was neces-
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sary for the semi-empircal QM method to properly converge. In YADH, the CMD1 and CMD-D

ensembles contained 35 reactive trajectories each. For the CMD3 ensemble, 20 trajectories were

generated. In LDH 14 reactive trajectories were generated using CMD.

The work calculation performed to find the barrier to hydride transfer is shown below

W = -
∫

F ·ds (6)

where W is the work on the hydride, F is the force on the hydride, and ds is the path of the hydride

projected onto the D–A axis as shown below.

ds = -~rH ·
~rDA

|~rDA|
(7)

This projection removes the non-reactive motion of the hydride from the work calculation,

which simplifies analysis. The distances were calculated in the reference frame of the donor car-

bon. The work barrier for transfer was averaged across the ensemble to achieve the activation free

energy for the hydride transfer.
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