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Additional details of the simulation methods 

BPTI and HEW lysozyme 

All BPTI and HEW lysozyme simulations were performed using the GROMACS 4.0.5 

simulation package.
1
 Each system was minimized for over 1,000 steps using the steepest descent 

algorithm and then equilibrated for 100 ps at p = 1 bar and T = 100 K, 100 ps at 1 bar and 200 K, 

and 100 ps at 1 bar and 300 K, with position restraints on all the heavy atoms during each 

equilibration. 25 ns of production simulation (100 ns for pure water) without position restraints 

was performed for each system at 300 K and 1 bar in the isothermal-isobaric (NpT) ensemble. In 

an effort to ensure that the simulations would sample from the NpT ensemble and the system 

fluctuations would be correct, the Nosé-Hoover (chain length of one) and Parrinello-Rahman T 

and p baths were used, with relaxation times of 0.5 ps and 2.5 ps, respectively, as advised by the 

Gromacs 4.5 manual.
2-4

 A 4.5 × 10‐
5
 bar

-1
 compressibility was used for all systems. Periodic 

boundary conditions and the minimum image convention were employed. All bond lengths were 

constrained using the Settle
5
 and LINear Constraint Solver (LINCS)

6
 algorithms for water and 

non‐water molecules, respectively. The use of bond constraints allowed for a two fs time step to 

be used for the integration of the equations of motion, which was performed using the Leap‐

Frog
7
 algorithm. The particle‐mesh Ewald technique was used to calculate electrostatic 

interactions with cutoff distances of 1.0 nm and 1.5 nm for the real space electrostatic and van 

der Waals interactions, respectively, a convergence parameter of 3.123 nm‐1, cubic interpolation, 

a maximum fast Fourier transform grid spacing of 0.12 nm for the reciprocal space sum, and 

tinfoil boundary conditions.
8
 The grid-based neighbor list was updated every ten steps. 
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Trp-cage 

We simulated two conformations of trp-cage using KBFF. We chose the first NMR structure in 

PDB ID 2jof, a stabilized mutant of the original sequence, as our initial structure for the native 

conformations. The starting denatured conformation for the KBFF simulation was selected from 

a 100 ns canonical (NVT) simulation at 500 K ran using the AMBER99sb force field, which had 

been previously generated for a separate project.
9
 The conformations were clustered using the 

Gromacs program g_cluster, specifically, the algorithm of Daura et al.
10

 The initial structure was 

taken from a cluster that was nearly fully extended and had little secondary structure.  

The denatured trp-cage conformations were equilibrated for 100 ps at 300 K followed by 25 ns 

of production. The native conformations were equilibrated for 100 ps at p = 1 bar and T = 100 K, 

100 ps at 1 bar and 200 K, and 5 ns at 1 bar and 300 K, with position restraints on all the heavy 

atoms during each equilibration. They were then equilibrated for 5 ns at 300 K and 1 bar with 

position restraints on the α-carbons and 5 ns at 300 K and 1 bar without position restraints, 

followed by 25 ns of production simulation without position restraints.  

For the AMBER99sb + TIP3P trp-cage simulations, Gromacs version 4.5.3 was used,
9
 the 

particle‐mesh Ewald cutoff distance was 1.2 nm for both the real space electrostatic and van der 

Waals interactions and the convergence parameter was 2.603 nm‐1. The pure TIP3P production 

simulation was 100 ns. All other details were the same as those for the KBFF + SPC/E 

simulations. 
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