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## Correlation Coefficient

The Pearson coefficients are commonly used to estimate the correlation between two onedimensional sets of data but it can be extended to a multidimensional space and in the particular case of three-dimensions. In such a case the correlation coefficient is defined as the covariance of the positional fluctuations $\left(\Delta r_{i}\right)$ normalized by their standard deviations.

$$
\begin{equation*}
I_{i j}^{P}=\frac{\operatorname{cov}\left(\Delta r_{i}, \Delta r_{j}\right)}{\left[\operatorname{var}\left(\Delta r_{i}\right) \cdot \operatorname{var}\left(\Delta r_{j}\right)\right]^{1 / 2}}=\frac{\left\langle\left(\boldsymbol{r}_{i}-\overline{\boldsymbol{r}}_{l}\right) \cdot\left(\boldsymbol{r}_{j}-\overline{\boldsymbol{r}}_{j}\right)\right\rangle}{\left[\left\langle\left(\boldsymbol{r}_{i}-\overline{\boldsymbol{r}}_{l}\right)^{2}\right\rangle \cdot\left\langle\left(\boldsymbol{r}_{j}-\overline{\boldsymbol{r}}_{j}\right)^{2}\right\rangle\right]^{1 / 2}} \tag{1}
\end{equation*}
$$

where $\boldsymbol{r}_{i}$ is a three-dimensional vector and $\overline{\boldsymbol{r}}_{l}$ is its mean value.

This methodology is based on the assumption of collinear motion assuming a Gaussian distribution in the space of configurations, and is dependent on the relative orientation of the positional fluctuations of the random variables. ${ }^{1}$ One way to avoid these limitations and compute any correlation motion is the use of an approach based on the mutual information (MI) between the positional fluctuations.

The MI approach is based on the calculation of the entropy of the random variable $\left(H_{i j}\right)$ and its marginal entropies $\left(H_{i}\right)$. In the case of correlations between pairs of atoms it is then defined as, 2,3

$$
\begin{equation*}
I_{i j}^{M I}=H_{i}+H_{j}-H_{i j} \tag{2}
\end{equation*}
$$

and it relies on the well-known inequality, $H_{i j} \leq H_{i}+H_{j}$, which becomes an equality if the variables are independent. In the general MI framework, indicated here as GMI, the entropies are extracted from a MD trajectory using the nearest-neighbors estimator developed by Kraskov et al., ${ }^{4}$ with the $k$ parameter equals to 6 (number of nearest-neighbors), leading to the generalized correlation coefficient $\left(I_{i j}^{G}\right)$. The impact of the nonlinear contributions in the correlations can be singled out by confronting the GMI approach with the so-called linear mutual information (LMI) approach. ${ }^{1}$ In this approximation, only the collinear contributions are captured since it is assumed a Gaussian probability distribution of the random variables. The LMI approach is similar to the Pearson method although it is not restricted to the relative orientation of the atomic spatial fluctuations. In this framework, assuming the normal distribution, ${ }^{2,3}$

$$
\begin{equation*}
g_{i j}=\frac{1}{\left[(2 \pi)^{n} \operatorname{det} \boldsymbol{C}_{(i j)}\right]^{\frac{1}{2}}} \exp \left(-\frac{1}{2} v \boldsymbol{C}_{(i j)}^{-1} v^{T}\right) \tag{3}
\end{equation*}
$$

with $v$ the positional fluctuation vector, $\operatorname{det} \boldsymbol{C}_{(i j)}$ the determinant of their covariance matrix, and $n$ the number of components, an analytical formulation of the entropy is obtained, ${ }^{2,3}$

$$
\begin{equation*}
H_{i j}=\frac{1}{2}\left[2 n(1+\ln 2 \pi)-\ln \operatorname{det} \boldsymbol{C}_{(i j)}\right] \tag{4}
\end{equation*}
$$

Thus, from Eq. (2), the LMI correlation coefficient is expressed as,

$$
\begin{equation*}
I_{i j}^{L}=\frac{1}{2}\left[\ln \operatorname{det} \boldsymbol{C}_{(i)}+\ln \operatorname{det} \boldsymbol{C}_{(j)}-\ln \operatorname{det} \boldsymbol{C}_{(i j)}\right] \tag{5}
\end{equation*}
$$

The MI approaches provide correlation coefficients varying between zero and infinity, with no obvious intuitive interpretation as in the Pearson coefficients. Therefore MI values were rescaled to the $[0.0,1.0]$ by applying a nonlinear relation, 1,5 which may relatively larger coefficients, especially for the lower ones.

## Computational details

The MD simulations of PE545 in water and in vacuo were performed using the parm99SB ${ }^{6}$ and the GAFF ${ }^{7}$ Amber force fields to describe the protein and the pigments, respectively; in addition,
for the simulation in water, the solvent was described using the TIP3P water model. ${ }^{8}$ All the details can be found in ref. [9]

The molecular representation as well as the MD trajectory analysis was done using the MView ${ }^{10}$ software, plots were created using the Qtiplot ${ }^{11}$ software.

In the QM/MMPol calculations, the protein residues, solvent molecules, and bilin chromophores not included in the QM region, were described using atom centered charges and isotropic polarizabilities. The corresponding polarizable FF was derived from DFT calculations using the scheme outlined in Ref. [12]. Atomic isotropic polarizabilities were calculated at the DFT(B3LYP)/aug-cc-pVDZ level using the LoProp ${ }^{13}$ approach as implemented in the Molcas code, ${ }^{14}$ whereas atomic point charges were obtained from DFT(B3LYP)/cc-pVTZ ESP calculations followed by RESP constrained fittings as implemented in the Gaussian09 ${ }^{15}$ and Amber $9{ }^{16}$ programs, respectively. Charges and polarizabilities were derived corresponding to the initial crystal structure and then used in all QM/MM calculations. The parameters for water, derived using the same strategy, were taken from Ref.[17].

All QM/MMPol calculations were performed using a locally modified version of Gaussian09. ${ }^{15}$
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Additional Tables and Figures

|  | $\mathrm{DBV}_{\text {A }}$ | $\mathrm{DBV}_{\text {B }}$ | $\mathrm{PEB}_{158 \mathrm{C}}$ | $\mathrm{PEB}_{158 \mathrm{D}}$ | $\mathrm{PEB}_{50 / 61 \mathrm{C}}$ | $\mathrm{PEB}_{50 / 61 \mathrm{D}}$ | $\mathrm{PEB}_{82 \mathrm{C}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{DBV}_{\text {B }}$ | 45.27 |  |  |  |  |  |  |
| $\mathrm{PEB}_{158 \mathrm{C}}$ | 20.86 | 48.35 |  |  |  |  |  |
| $\mathrm{PEB}_{158 \mathrm{D}}$ | 47.01 | 20.00 | 45.67 |  |  |  |  |
| $\mathrm{PEB}_{50 / 61 \mathrm{C}}$ | 31.75 | 24.07 | 26.21 | 38.40 |  |  |  |
| $\mathrm{PEB}_{50 / 61 \mathrm{D}}$ | 23.19 | 31.16 | 24.24 | 37.07 | 16.89 |  |  |
| $\mathrm{PEB}_{82 \mathrm{C}}$ | 34.52 | 24.72 | 37.16 | 22.76 | 23.17 | 22.72 |  |
| $\mathrm{PEB}_{82 \mathrm{D}}$ | 24.08 | 34.57 | 39.67 | 25.29 | 34.14 | 33.06 | 36.71 |

Table S1: Mean intermolecular distances averaged over the 60.000 frames of the simulation. All the distances are given in angstrons.
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Figure S1: (a) Distribution of the site energies computed using the QM/MM method. (b) Variation of the mean site energies computed using a QM/MMPol and QM/MM methods.


Figure S2: Correlation coefficients between the fluctuation of the site energies and excitonic couplings computed using the quantum chemistry, QM approach, based on results of QM/MM (upper triangle) and $\mathrm{QM} / \mathrm{MMPol}$ (lower triangle) methods. The chromophores are labeled from $1-8$ in the following order: $\mathrm{DBV}_{\mathrm{A}}, \mathrm{DBV}_{\mathrm{B}}, \mathrm{PEB}_{50 / 61 \mathrm{C}}, \mathrm{PEB}_{158 \mathrm{C}}, \mathrm{PEB}_{82 \mathrm{C}}, \mathrm{PEB}_{50 / 61 \mathrm{D}}, \mathrm{PEB}_{158 \mathrm{D}}$, and $\mathrm{PEB}_{82 \mathrm{D}}$.

