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Figure S1. (a) Two-dimensional potential energy surface in terms of the reaction coordinate and ON 

distance. Contours are spaced from 2 to 20 kcal/mol in intervals of 2 kcal/mol, where the zero of the 

energy is set at the minimum S1 energy. The black dashed line shows the minimum-energy path, and FC 

and Min represent the Frank-Condon and minimum energy points, respectively. (b) The averaged 

trajectory up to 100 fs on the two-dimensional plot in terms of the OH and ON distances. Dots indicate 

the position of the averaged trajectory placed every 10 fs. 
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Figure S2. The potential energy profiles of the ground and excited states along the reaction coordinate 

(red and blue lines, which are those that are optimized on the excited and ground potential energy 

surfaces) and the locations of the reference geometries (black dots). 
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Figure S3. Comparison between the EE-MCSI and direct energies at 2200 configurations: the excited-

state (top) and ground-state (bottom) energy.  



 

S5

 

 

Figure S4. Calculated Fourier amplitude spectra of the oscillatory components of the energy gap up to 

2000 cm-1 in solution (an offset is added) and in the gas phase.  
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Figure S5. Normal modes calculated at the excited-state minimum geometry for coherent vibrational 

modes. Blue, red, and black numbers are frequencies calculated from the simulation, normal-mode 

frequencies, and experimental frequencies, respectively (in cm-1). The mode at ~380 cm-1 is found only 

in the gas-phase reaction. Displacement vectors are presented in mass-weighted. 
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Figure S6. Sliding-Fourier transform analysis of the oscillatory components of the S1 potential energy 

of 10-HBQ: in solution (top) and the gas phase (middle). Notably, the frequency was divided in half due 

to the symmetry of the potential energy. Normal mode at the excited-state optimized geometry for the 

out-of-plane mode at 200 cm-1 (bottom). 
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Figure S7. Time evolution of the averaged potential energy gap between the ground and excited states 

calculated from the simulations of (a) MD-PT and (b) MD-BD. 
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Figure S8. Fourier amplitude spectra of the oscillatory components of the energy gap calculated from 

the simulations of (a) MD-PT and (b) MD-BD up to 2000 cm-1. 
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Figure S9. Fourier amplitude spectrum of the oscillatory component of the averaged reaction 

coordinates. 
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Figure S10. Time evolution of the averaged reaction coordinate in the gas phase. 
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Figure S11. Sliding-Fourier transform analysis of the oscillatory component of the energy gap from the 

simulations with all the torsional angles restrained: in solution (top) and in the gas phase (bottom) 
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Table S1. Errors (kcal/mol) during MD simulationsa 

zC 
excited state ground state 

MSE MUE RMSE MSE MUE RMSE

−1.0 0.0 0.4 0.5 −0.1 0.4 0.5 

−0.9 −0.3 0.6 0.7 −0.4 0.6 0.8 

−0.8 −0.1 0.5 0.6 −0.2 0.4 0.6 

−0.7 −0.2 0.6 0.8 −0.2 0.7 0.9 

−0.6 −0.3 0.5 0.7 −0.3 0.6 0.8 

−0.5 −0.1 0.5 0.5 −0.2 0.4 0.5 

−0.4 −0.2 0.6 0.7 −0.4 0.5 0.7 

−0.3 −0.2 0.5 0.7 −0.4 0.5 0.7 

−0.2 −0.3 0.7 1.0 −0.4 0.7 0.9 

−0.1 −0.2 0.4 0.5 −0.3 0.4 0.5 

0.0 −0.1 0.4 0.6 −0.2 0.4 0.5 

0.1 −0.2 0.5 0.7 −0.3 0.5 0.6 

0.2 −0.1 0.4 0.5 −0.2 0.4 0.5 

0.3 −0.2 0.5 0.8 −0.3 0.5 0.7 

0.4 −0.2 0.4 0.5 −0.3 0.4 0.5 

0.5 −0.2 0.5 0.6 −0.3 0.5 0.6 

0.6 −0.2 0.5 0.6 −0.2 0.4 0.5 

0.7 −0.1 0.4 0.6 −0.2 0.4 0.6 

0.8 −0.2 0.4 0.5 −0.1 0.4 0.5 

0.9 −0.1 0.4 0.4 −0.2 0.3 0.4 

1.0 −0.1 0.5 0.7 −0.2 0.5 0.7 

S0
b −0.4 0.7 0.9 −0.3 0.6 0.8 

all −0.2 0.5 0.7 −0.3 0.5 0.6 

a MSE, MUE, and RMSE denote the mean signed error, mean 

unsigned error, and root-mean-square error, respectively. 
b ground-state MD simulation without restraint. 
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Table S2. Decay times of the vibrational modes 
calculated from the simulations with all of the 
torsional angles restrained (in ps) 

frequency 

(cm-1) 
solution gas 

~250 2.90 4.68 

~400 4.94 11.27 

~550 10.16 6.03 
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Table S3. All of the internal coordinates used in the Taylor expansions of the EE-MCSI 
calculationsa. 

type internal coordinates 

bond 1-22 21-22 1-21 1-2 1-24 2-3 2-4 4-5 4-6 6-7 6-8 8-9 8-24 9-10 9-11 11-12 11-13 13-14 

13-23 14-15 14-16 16-17 16-18 18-19 18-20 20-21 20-23 23-24 

angle 2-1-22 2-1-24 22-1-24 1-2-3 1-2-4 3-2-4 2-4-5 2-4-6 5-4-6 4-6-7 4-6-8 7-6-8 6-8-9 

6-8-24 9-8-24 8-9-10 8-9-11 10-9-11 9-11-12 9-11-13 12-11-13 11-13-14 11-13-23 

14-13-23 13-14-15 13-14-16 15-14-16 14-16-17 14-16-18 17-16-18 16-18-19 16-18-20 

19-18-20 18-20-21 18-20-23 21-20-23 20-21-22 13-23-20 13-23-24 20-23-24 1-24-8 

1-24-23 8-24-23 

improper 

torsion 

24-2-1-22 22-24-1-2 2-22-1-24 4-3-2-1 3-1-2-4 1-4-2-3 2-6-4-5 6-5-4-2 5-2-4-6 8-4-6-7 

4-7-6-8 7-8-6-4 9-24-8-6 24-6-8-9 6-9-8-24 8-11-9-10 11-10-9-8 10-8-9-11 9-13-11-12 

13-12-11-9 12-9-11-13 11-14-13-23 14-23-13-11 23-14-13-11 13-16-14-15 16-15-14-13

15-13-14-16 14-18-16-17 18-17-16-14 17-14-16-18 20-16-18-19 16-19-18-20  

19-20-18-16 23-18-20-21 18-21-20-23 21-23-20-18 20-13-23-24 13-24-23-20  

24-20-23-13 8-23-24-1 23-1-24-8 1-8-24-23 

torsion 22-1-2-3 22-1-2-4 24-1-2-3 24-1-2-4 2-1-24-8 2-1-24-23 2-22-1-24-8 22-1-24-23  

1-2-4-5 1-2-4-6 3-2-4-5 3-2-4-6 2-4-6-7 2-4-6-8 5-4-6-7 5-4-6-8 4-6-8-9 4-6-8-24  

7-6-8-9 7-6-8-24 6-8-9-10 6-8-9-11 24-8-9-10 24-8-9-11 6-8-24-1 6-8-24-23 9-8-24-1  

9-8-24-23 8-9-11-12 8-9-11-13 10-9-11-12 10-9-11-13 9-11-13-14 9-11-13-23  

12-11-13-14 12-11-13-23 11-13-14-15 11-13-14-16 23-13-14-15 23-13-14-16  

11-13-23-20 11-13-23-24 14-13-23-20 14-13-23-24 13-14-16-17 13-14-16-18  

15-14-16-17 15-14-16-18 14-16-18-19 14-16-18-20 17-16-18-19 17-16-18-20  

16-18-20-21 16-18-20-23 19-18-20-21 19-18-20-23 18-20-21-22 23-20-21-22  

18-20-23-13 18-20-23-24 21-20-23-13 21-20-23-24 13-23-24-1 13-23-24-8 20-23-24-1 

 20-23-24-8 
a The atom numbering is as shown in figure below. 
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Computational Details 

Electronic Structure Calculations 

For the reference electronic structure calculation of the EE-MCSI method, we used the density 

functional theory and time-dependent density functional theory for the ground and excited states. 

Notably, the calculated results such as the shape of the spectrum and the decay times of the vibrational 

modes strongly depend on the density functional used. The details of the density functional dependence 

are described elsewhere.1 Here we showed the best results among the calculations with various density 

functionals. We used the LC-BOP functional with the parameter μ=0.33.2,3 The basis set was 6-

31+G(d,p) for N and O atoms, and 6-31G(d,p) for C and H atoms. The absorption and fluorescence 

energies calculated at this level are 4.08 and 2.74 eV, which are larger than the experimental energies,4 

3.26 and 1.98 eV, respectively. However, the calculated difference between the absorption and 

fluorescence energies (1.34 eV) is in good agreement with the experimentally determined difference 

(1.28 eV). We define the reaction coordinate as the difference between breaking O-H and forming N-H 

bonds:  

 NHOHz R R  . (S1) 

The projector operator method5 was used to optimize geometries along the reaction coordinate. We 

adopted the RESP charge model6 to describe the electrostatic distribution of the 10-HBQ molecule, 

where the grid points were generated by using an algorithm proposed by Spackman7 (GAMESS8 default); 

and harmonic restraints with constants of 1.0×10-3 a.u. were imposed on all of the atoms. All of the 

electronic structure calculations were performed using GAMESSPLUS
9 software based on the GAMESS 

quantum package8, where we implemented our routines. 
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EE-MCSI method 

We used the non-Hermitian EE-MCSI method to generate the global potential energy function of 

the ESIPT reaction of 10-HBQ. The non-Hermitian EE-MCSI method is a straightforward expansion of 

the non-Hermitian MCSI10 and Hermitian EE-MCSI.11 We constructed the diagonal elements H11 and 

H22 based on the AMBER GAFF force field version 1.412,13, and added the following two modifications, 

(1)  The bond stretching terms. We used Morse potentials instead of harmonic potentials to 

describe the forming N-HN and breaking O-HO bonds. The dissociation energies of the Morse 

potential were set equal to 86.7 and 115.7 kcal/mol for the O-HO and N-HN bonds, 

respectively, which were obtained from the experimental dissociation energy for the O-H 

bond in phenol14 and proton affinity of pyridine.15 

(2)  The van der Waals (vdW) potential terms. In the original GAFF, the Lennard-Jones 12-6 type 

function is used for the vdW interactions, 

  
12 6

LJ 0 0
0 2

R R
V R

R R

         
     

, (S2) 

where R, ε0, and R0 are the distance between interacting atoms, the vdW well depth, and the 

vdW radius, respectively. We replaced it with the exponential-6 form,16 
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where the parameter ζ was set equal to 12.016 in this work. Furthermore, as in previous 

MCSI and EE-MCSI studies,17,18 we added an 12R  repulsive term to X6 ,V   
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where  
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and the parameter D was set equal to 0.01.18 We also modified the vdW parameter for the 

HO and HN atoms because we found that the default vdW radii (0.0 and 0.6 Å for HO and 

HN) were too small to describe the repulsion between the proton and backbone carbon atom 

of 10-HBQ around z = 0.0. We used R0(HO) = R0(HN) = 1.2 Å and ε0(HO) = ε0(HN) = 0.157 

kcal/mol (the latter is the default for HN) . 

These modifications were required to describe the behavior of the H11 and H22 properly in the region far 

from their minima. Note that, when we adopted these modifications, the parameters’ dependence on the 

EE-MCSI potential energy function is quite small because the off-diagonal element H12 is determined to 

reproduce the reference energy in the presence of the given H11 and H22. In fact, we obtained similar 

results when we set 0.8 ≤ R0(HO) = R0(HN) ≤ 1.6 Å. 

We took 9 reference geometries with evenly spaced reaction coordinates {zk; k = 1, 2, … , 9} (Figure 

S2), 

  0 1 0

8

6k
k

z z z z


   , (S6) 

where z0 and z1 are the reaction coordinates at the ground and excited optimized geometries; i.e.,           

z0 = −0.670 and z1 = 0.660 Å, respectively. We mainly used the excited-state geometries in constructing 

both the ground-state and excited-state EE-MCSI potential energy functions, but we used the ground-

state geometry for k = 8 (the ground-state minimum) to construct the ground-state EE-MCSI potential 

energy function because we carried out the ground-state MD simulation around the minimum to prepare 

the initial configurations. Notably, the number of reference geometries can be reduced without losing a 

considerable amount of accuracy. However, we did not optimize the number of reference geometries 

because the purpose of this study is to describe the potential energy surface calculated by the reference 

electronic structure calculation as best as possible and not to reduce the computational cost as much as 

possible.  



 

S19

The off-diagonal element H12 was determined by using the quadratic Taylor expansions in internal 

coordinates and external electrostatic potentials on atomic sites. We used 179 redundant internal 

coordinates: 28 bonds, 43 angles, 42 improper torsions, and 66 torsions (Table S3). For improper 

torsions and torsions {ϕm}, we replaced ( )k
m m   in the Taylor expansions ( ( )k

m  is the torsional angle at 

the reference geometry k) with 
  ( )sin k

m m m

m

n

n

 
, where the periodicity nm was set equal to 1 and 2 

for improper torsions and torsions, respectively (see Ref. 19 and the manual of MCSI version 201020). 

We used the same weight function for the breaking O-HO and forming N-HN bonds as has been used in 

the previous studies.17 All of the EE-MCSI calculations were carried out using the MCSI program 

package.20,21 

 

EE-MCSI/MM MD simulation 

To consider solvent effects, the EE-MCSI potential energy functions mentioned above were 

combined with molecular mechanics as in the conventional combined quantum mechanical and 

molecular mechanical (QM/MM) method.22 We prepared a cubic unit cell with a box length of 34.2 Å 

and periodic boundary conditions; the unit cell contains one 10-HBQ molecule and 215 cyclohexane 

molecules. The OPLS-AA force field23,24 was used for cyclohexane. The vdW interaction between 10-

HBQ and cyclohexane was also treated by the OPLS-AA force field. For the long-range electrostatic 

interaction, we used the tapering method implemented in the TINKER program,21 where the electrostatic 

interaction smoothly becomes zero at 12 Å. A cutoff length of 12 Å was also used for the vdW 

interactions. The equations of motion were integrated using the leap-frog algorithm with a time step of 

0.5 fs at a temperature of 300 K. In the MD-PT and MD-BD simulations (see main text), we added 

harmonic restraints on the reaction coordinate with a force constant 300 kcal/(mol Å2). In restraining all 

of the torsional angles (including the improper torsions) in Table S2, a force constant of 300 kcal/(mol 

rad2) was employed. All of the EE-MCSI/MM MD simulations were carried out using the AMBERPLUS 

program package.13,25 
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Error estimation of the EE-MCSI potential energy functions 

The error in the EE-MCSI potential energy functions was estimated by performing the restrained 

excited-state MD simulations. We carried out 21 sets of excited-state MD simulations for 20 ps with a 

harmonic restraint    C

2rstV z K z z  , where K = 100 kcal/(mol Å2) and zC = −1.0, −0.9, …, 1.0. In 

addition, we carried out a ground-state MD simulation for 20 ps without restraint to estimate the error 

during the ground-state MD simulation in preparing the initial configurations. The errors between the 

EE-MCSI and reference energies of the ground and excited states were estimated with 2200 

configurations which were saved every 0.1 ps in the last 10 ps of 21 excited and 1 ground-state MD 

simulations. These results are summarized in Table S1 and Figure S3. The errors were quite small along 

the entire reaction coordinate. The mean unsigned error calculated from all of the configurations was 

0.5 kcal/mol for both the excited and ground states. 
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