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Figures 

 

Figure S1. (a) The resonant frequency of the flexible device in the cooling and 

condensation processes. (b) The slope of the stage I of condensation process at four 

different flow rates. Error bars indicate the standard deviation (n = 3). 

 

 

The effect of flow rate on the generation of condensation 

As shown in the Fig. S1, experiments at different flow rates (0.5 LPM, 0.9 LPM, 1 

LPM, 1.3 LPM) were conducted to investigate the influence of flow rate on the 

formation of condensation. The slope of stage I of condensation process is 

approximately proportional to the rate of condensation, which shows no significant 

decrease at a flow rate of 0.5 LPM compared to 1.3 LPM, as shown in Fig. S1(b). 

However, a flow rate of 0.9 LPM leads to a slower condensation rate, and a flow rate 

of 1.0 LPM results in a faster condensation rate. Therefore, it is summarized that the 

flow rate of gas pump affects the condensation rate, but the relationship between them 

is not a simple linear or polynomial function. The different condensation rates in the 

experiments of 0.9 LPM and 1 LPM are probably caused by the difference of flow fields 

in the chamber, which is determined by the structure of the chamber. On the other hand, 

because the gas flow rate is much larger than the rate of condensation, the humidity in 

the chamber keeps stable, which means the gas flow rate is "saturated". As a result, the 

condensation rates are comparable at gas flow rates of 0.5 LPM and 1.3 LPM. 
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Figure S2. Temperature coefficients of frequency (TCF) of the A0, S0, A1, S1 modes 

of the flexible ZnO/Al device. 
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Figure S3. The changes of S21 spectra caused by variations of (a) humidity, (b) 

temperature and (c) condensation. Humidity has little effect on S21 spectrum, as shown 

in Fig. S3(a). The influence of heating on the S21 spectrum is similar to that of 

condensation, resulting in a decrease in resonant frequency and amplitude, as shown in 

Figs. S3(b) and S3(c). The similarity of the S21 spectra makes it suitable for effective 

classification using machine learning methods. 
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Figure S4. The classification performance, i.e., (a) Prediction, (b) Recall and (c) F1 

score of six cases using random forest, support vector machine (SVM) and naive 

Bayesian model (NBM), respectively. The random forest algorithm shows comparable 

or outperforming Precision, Recall and F1 score. The SVM performs well in the first 

five cases, but does not work in the last one. The NBM performs worse than the random 

forest in nearly all the cases (I to V). 
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Figure S5. The normalized response to respiration in the form of the seven features and 

resonant frequency. The Hausdorff distance, Euclidean distance, DTW and resonant 

frequency are suitable as indicators used in respiration rate measurement. 

 

 

Advantages compared with traditional method 

Compared with the traditional measurement method on the basis of the shift of 

resonant frequency, the most significant advantage of the proposed detection method is 

that it can be used to distinguish the temperature change and generation of condensation, 

which can be applied for sensors with low power consumption and self-operation 

capability. For example, low sampling frequency (1 Hz) can be used for an inactive 

state, which is increased to 10 Hz for continuous measurement of respiration once 

detecting the generation of surface condensation. In addition, the selected features 

(Hausdorff distance, Euclidean distance, DTW) show relatively smaller static drift than 

that of the resonant frequency.
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Figure S6. The classification results using five different frequency band selections, 

which show comparable F1 scores, indicating the robustness of the algorithm on the 

selection of frequency band. The sampling intervals are all set to 62.5 kHz in all the 

frequency bands. 
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Figure S7. (a) Evaporation time of a deionized water droplet (~1 μL) at the center of 

the flexible device, which is excited by four sinusoidal signals with different 

frequencies (24.4 MHz, 24.5 MHz, 24.9 MHz and 25.3 MHz). Natural evaporation time 

is shown for comparison. (b) Evaporation time as a function of the equilibrium surface 

temperature. The linear fitting approximately indicates the contribution of temperature 

on accelerating evaporation in this temperature range (36.5oC to 39oC). (c) Relative 

evaporation time after removing the contribution of temperature, demonstrating that the 

acoustic waves do contribute to evaporation but less effective comparing to dielectric 

heating. Error bars in this figure indicate the standard deviation (n = 3). 
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Table 

 

Table S1. The measured surface temperature readings of the flexible device after 

heating for 1 minute. 

 Temperature (oC) Average (oC) Std. (oC) 

Flat 34.3 35.2 35.2 34.9 0.5 

Bent 32.7 33.7 34.9 33.8 1.1 

 

 

To investigate the heating performance under bending condition, an acoustic wave 

device was excited by a sinusoidal power supply (25.3 MHz, ~ 31 Vpp and output 

impedance = 50 Ω) under flat and bent conditions separately at room temperature (25 
oC), and the surface temperatures in both cases were measured after one minute. The 

radius of curvature after the bending was ~37.5 mm. The measurements were repeated 

for three times. As listed in Table S1, the results clearly show that bending does not 

significantly reduce the heating performance of the device. 
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Calculation of the seven features 

The seven features used in this paper are peak-peak value, maximum value, dynamic time 

warping, Euclidean distance, edit distance on real signals, Hausdorff distance and one way distance. 

The calculation process of these scalar features can be given by 

 ( ), , 1,2,...,7i iF f i= =
0

S S  (S1) 

where Fi is the value of ith features, f i is the corresponding function mapping the S21 parameters to 

the feature, S is the amplitudes of the S21 parameters in the selected frequency band (i.e., S21 vector) 

and S0 is the origin of the S21 vector which is defined as the S21 vector recorded at room 

temperature without condensation. Here is an introduction of the seven functions, i.e., f i. 

 

 

Peak-peak and Maximum value 

The peak-peak value and maximum value are simple to calculate, which are exactly the peak-

peak value and maximum value of the S21 vector. 

 

 

Dynamic time warping (DTW) 

The value of the third feature is defined as the distance between S and S0 using the dynamic time 

warping (DTW) technique. Assuming that S = [a1, a2, …, ai, …, an], S0 = [b1, b2, …, bj, …, bn]. 

According to Ref. [1], the two sequences can be arranged to form a n-by-n grid, and a path can be 

generated starting from the point (a1, b1) and ending at the point (an, bn). The warping path W = [w1, 

w2, …, wk, …, wm] and each wk corresponds to a point (i, j)k. To form the warping path, several 

restrictions are adopted, including 

 ( ) ( ) ( ) ( )
1

, 1,  1 ,  , ,  
k

i j i j n n= =  (S2) 
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1 1 1
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With the distance defined as ( ) ( )
2

, i ji j a b = − , the DTW distance can be obtained by 
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S S  (S4) 

 

Euclidean distance 

Before the calculation of Euclidean distance between S = [a1, a2, …, an] and S0 = [b1, b2, …, bn], 

data preprocessing is conducted, including detrend and alignment. The detrend is accomplished by  

 ( )OLS , LS   O ordinary least squares = − =S S S  (S5) 

where the OLS(S) indicates the linear fitting of S. And 
iS  can be obtained by shifting the S' by i 

elements 
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The Euclidean distance used in this paper can be expressed by 
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For the following 3 features, the data preprocessing including detrend and alignment of the peaks 

are also conducted before the calculation. 

 

Edit distance on real sequence (EDR) 

According to Ref. [2], the Edit distance on real sequence (EDR) is defined as the number of 

operations (insert, delete, or replace) that are needed to change S into S0, which takes the form 

 
( ) ( ) ( )( ) ( )( )

( )( ) 

0 0 0

0

, min , , , 1,

, 1

EDR EDR Rest Rest subcost EDR Rest

EDR Rest

= + +

+

S S S S S S

S S
 (S8) 

 
( ) ( )00,   1 1

1,                   

if S S tol
subcost

otherwise

 − 
= 


 (S9) 

where the function Rest(S) is defined as the sub-matrix of S without the first element and the tol 

denotes the tolerance of matching (matching threshold). And tol = 0.1 is adopted in this paper. 

 

 

Hausdorff distance 

According to Ref. [3], the Hausdorff distance can be defined as  

 ( ) ( ) ( )( )0 0 0, max , , ,H h h=S S S S S S  (S10) 

where 

 ( )
0

0, max min
ba

h a b


= −
SS

S S  (S11) 

 

 

One way distance (OWD) 

In order to calculate the one way distance (OWD), 2-D curves C and C0 are generated from the 

vectors S and S0 by adding a dimension. For example, S = [a1, a2, …, ai, …, an] and the 

corresponding C = {(k, a1), (2k, a2), …, (ik, ai), …, (nk, an)}, where the ik is the manually defined 

dimension and can be regarded as the punishment on frequency differences. In order to set similar 

weights for the two dimensions, the value of k is determined by the following normalization 

 ( ) ( ) ( )
00

1 max min
ii

i i
aa

n k a a


− = −
SS

 (S12) 

According to Ref. [4], the distance from a point p = (ik, ai) to C0 is defined as  

 ( ) ( )( )
0

0, min ,point Euclid
q

D p D p q


=
C

C  (S13) 

where the DEuclid() denotes the Euclidean distance. Then the OWD from the C to the C0 is defined 

as 

 ( ) ( )0 0

1
, ,OWD point

p

D D p
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C

C C C
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 (S14) 

The distance between the C and C0 is the average of the two OWDs 

 ( ) ( ) ( )( )0 0 0
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Random forest classifier 

Random forest algorithm can be used effectively to rank different features or factors based on 

their importance. Therefore, it is adopted in order to find out which features are dominant in 

classification of various parameters whilst paying importance to the physical meaning of the 

behavior of the S21 spectra instead of trying to build only a statistical model for the device. For 

example, the maximum value, corresponding to the amplitude of the acoustic wave, is the most 

important one for classification, which indicates that the energy dissipation caused by condensation 

is an obvious feature. However, the peak-to-peak value is not important for classification, indicating 

that the minimum value is less significant. Therefore, the minimum energy transmission might not 

need to be paid much attention in this work. 

The basic principle of the random forest algorithm lies in the training of an ensemble of decision 

trees (CART trees used here) with each tree growing individually [5-7]. The predicted classification 

result is obtained by a majority vote of all the decision trees, which takes the form 

 
1

1
1 0.5

0

N

i

i

if y
y N

otherwise

=




= 



  (S16) 

where yi is the predicted result of the ith decision tree and y denotes the estimation of the forest. The 

detailed random forest algorithm used in this paper is shown in the following Algorithm 1, which 

was finally realized by a MATLAB program. According to Ref. [5-6], the random forests do not 

overfit as more trees are added, but produce a limiting value of the generalization error. As a result, 

the number of trees N is only limited by the computing resources and can be chosen arbitrarily large, 

e.g., infinity. For simplicity of calculation, the number of trees N is 200 in calculation, the prediction 

of which has been proved to converge to an acceptable level. For each tree, a special training set is 

obtained by randomly selecting N points in the training set with replacement. Recommended by Ref. 

[6-7], the minimum leaf size is set as 1 and the number of randomly selected features, without 

replacement, used in each split is set to p1/2, where p is the total feature numbers. 
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Algotirhm 1: random forest for classification 

 Input: Training set n = [Xn×p, Yn×1], Min leaf size MLS = 1, Number of trees N = 200, 

Test point x1×p. 

Output: Predicted classification of the random forest at x1×p, denoted y. 

1 for i = 1, … , N do 

2  Select n points (rows) without replacement in the training set n, generating a temporary 

set n = [X'n×p, Y'n×1]. 

3  Set a list  containing its only element n, which is the root cell of the tree. 

4  Set f = Ø an empty list. 

5  while   Ø do 

6   Let E be the first element of . 

7   if E contain less than or equal to MLS, or if all
iX A  are equal then 

8    Remove the cell E from the list . 

9    Add the cell E in the list f. 

10   else 

11    
Randomly select q=floor(p1/2)+1 features (columns), without replacement, from 

X'n×p to form a subset X''n×q. 

12    Find the best split for [X''n×q, Y'n×1] by optimizing the CART-split criterion. 

13    Cut the cell E according to the best split, generating two resulting cells, E1 and E2. 

14    Remove the cell E from the list . 

15    Add the cells E1 and E2 in the list . 

16   end 

17  end 

18  Compute the estimate yi at the point x1×p of the ith decision tress classifier indicated by 

f. 

19 end 

20 Compute the estimate y at the point x1×p of the random forest classifier via a majority vote 

according to Eq. S1. 

The function floor() is defined as rounding toward negative infinity. 
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