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S1. Further Experimental Details 

A. Experimental Setup and Data Processing – Ohio State University 

The continuous flow experimental setup and the supersonic nozzle used here (Nozzle T3_CaF2) 

are described in detail in the literature 1-5. To summarize briefly, liquid argon (99.998% purity) and 

carbon dioxide (99.9% purity, maximum water level of 10 ppm) were purchased from Praxair. 

Before starting an experiment, the system was purged with argon at a flow rate of 90 standard liters 

per minute (SLM) for 1 hour to minimize contamination. During an experiment, gaseous Ar and 

CO2 are drawn from their respective sources and brought to room temperature by inline heaters. 

The pressure at each source is maintained by a regulator, and the flows are controlled by mass flow 

controllers (Ar: MKS 1559 300 SLM; CO2: MKS GE50A 3.8 SLM). After combining the gases, 

the temperature of the flowing stream is adjusted to maintain the desired stagnation temperature 

𝑇! in the plenum using a circulating water bath. The stagnation pressure 𝑝! is based on the static 

pressure 𝑝 measured in the nozzle sidewall upstream of the converging section of the nozzle that 

is corrected for the momentum of the flow. A movable static pressure probe, located along the 

centerline of the nozzle, is used to obtain the axial pressure profile with measurements starting a 

few cm upstream of the throat and ending ~10 cm downstream of the throat.  

After measuring pressure traces for pure Ar (dry trace) and the Ar-CO2 mixtures (wet traces), the 

other properties of the condensing flow are determined by integrating the four governing equations 

describing supersonic flow in the presence of heat addition. The measured variables used as input 

to the integration include 𝑝 from the wet trace and the area ratio 𝐴/𝐴∗ from the dry trace. 

Integration yields position-resolved temperature 𝑇(𝑧), density 𝜌(𝑧), velocity 𝑢(𝑧), and condensate 

mass fraction 𝑔(𝑧) profiles for the condensing flow where z is the position relative to the throat. 
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These values then yield the supersaturation profile 𝑆(𝑧) for CO2. Position resolved measurements 

are converted to time (𝑡) resolved measurements using d𝑡 = d𝑧/𝑢, and a theoretical nucleation 

rate profile 𝐽#$%&'((𝑡) is calculated based on 𝑆(𝑡) and 𝑇(𝑡). The 𝐽#$%&'((𝑡) profile is used to 

characterize the conditions yielding the maximum nucleation rate and the time over which most of 

the particles were formed, Δ𝑡. 1 The values of the partial pressure of CO2 (𝑝)*!) and the temperature 

corresponding to the peak nucleation rate are reported in Table S1. 

Aerosol number densities N are normally determined via in situ small angle X-ray scattering 

measurements using the Advanced Photon Source at Argonne National Laboratory. This was done 

for the experiments reported in Dingilian et al. 1, but for the new low CO2 concentration 

measurements reported as part of this work, access to the synchrotron was not possible for our 

complex experiment. Thus, the values of N used to determine the nucleation rates were estimated 

by extrapolating the data at higher partial pressures 1 to the current conditions. The data and fit 

used in the extrapolation are available as figures 4.28 and 4.29 of Dingilian 6. The experimental 

nucleation rates 𝐽%+, were then calculated as 

𝐽%+, =
𝑁
Δ𝑡 ×

𝜌-.
𝜌//

	, (S1) 

where the density ratio corrects for any difference in the density of the flow between the nucleation 

zone (NZ) and the SAXS viewing volume.  The values of 𝐽%+, measured as part of this work are 

reported in Table S1, and for completeness, the data published previously by Dingilian et al. 1 are 

also included.  
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Table S1: A summary of the current and previously published 1 OSU experimental results includes 

the conditions prior to the expansion (Stagnation conditions), those corresponding to the peak 

nucleation rates (Onset conditions), and the nucleation rates. The latter include the experimentally 

measured rate 𝐽%+,, the correction factor that accounts for incomplete thermalization of the clusters 

𝑓 (Section S1.C) and the nucleation rates, 𝐽 = 𝐽%+,/𝑓. Here, the mol % CO2 and 𝑝)*!,! are the 

initial concentration and pressure of CO2, and 𝑝)*! and 𝑇 are the condensable pressure and the 

temperature corresponding to the peak nucleation rate. All experiments started from 𝑇! = 293.15 K 

and total stagnation pressure for (CO2 + Ar) of 𝑝! = 61.15 kPa.  

Current Experimental Results 

Stagnation conditions Onset conditions Nucleation rates 

mol % CO2 
𝑝)*!,! 
[Pa] 

𝑝)*! 
[Pa] 

𝑇 
[K] 

𝐽%+, 
[cm–3s–1] 𝑓 𝐽 

[cm–3s–1] 
0.5 305 7.14 65.8 6.06 × 1012 0.393 1.54 × 1013 
0.5 305 7.45 66.5 6.15 × 1012 0.391 1.57 × 1013 
0.7 427 10.8 68.8 6.01 × 1012 0.327 1.84 × 1013 
0.85 519 13.3 69.6 4.62 × 1012 0.290 1.59 × 1013 
1 611 14.7 67.6 3.79 × 1012 0.256 1.48 × 1013 
1 611 15.6 70.7 4.31 × 1012 0.261 1.65 × 1013 
1.2 733 21.5 73.4 4.21 × 1012 0.237 1.77 × 1013 
1.5 916 28.9 75.8 6.27 × 1012 0.206 3.04 × 1013 
1.7 1038 33.9 76.5 5.82 × 1012 0.190 3.07 × 1013 
2 1221 38.6 75.1 3.52 × 1012 0.165 2.13 × 1013 
2 1221 41.5 79.2 4.28 × 1012 0.170 2.52 × 1013 
2 1221 41.5 78.1 5.45 × 1012 0.170 3.21 × 1013 
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Prior results of Dingilian et al. 1 
Stagnation conditions Onset conditions Nucleation rates 

mol % CO2 
𝑝)*!,! 
[Pa] 

𝑝)*! 
[Pa] 

𝑇 
[K] 

𝐽%+, 
[cm–3s–1] 𝑓 𝐽 

[cm–3s–1] 
3.0 1800 61 77.8 3.94	× 1012 0.123 3.21	× 1013 
3.0 1800 63 78.2 6.01	× 1012 0.123 4.87	× 1013 
6.0 3700 134 82.0 5.62	× 1012 0.072 7.81	× 1013 
9.0  5500 198 82.5 a 5.95 × 1012 0.052 1.14 × 1014 
12.0 7330 281 86.0 5.21	× 1012 0.041 1.27	× 1014 
12.0 7330 278 85.7 5.14	× 1012 0.041 1.26	× 1014 
15.0  9160 345 86.2 a 5.22× 1012 0.034 1.53	× 1014 
18.0 10991 411 87.2 5.55	× 1012 0.029 1.91	× 1014 
18.0 10991 408 87.6 3.98	× 1012 0.029 1.37	× 1014 
24.0 14700 528 88.4 3.09	× 1012 0.023 1.37	× 1014 
31.2 19100 701 91.9 2.31	× 1012 0.018 1.27	× 1014 
38.9 23800 770 91.7 2.04	× 1012 0.015 1.38	× 1014 
39.3 24000 793 92.3 2.16	× 1012 0.015 1.47	× 1014 

a. based on measurements made at a fixed position in the nozzle and corrected for 
coagulation - see Table 2 in Dingilian et al. 1. 

 

B. Experimental Setup and Data Processing – ETH Zurich 

The experimental setup in Zurich has been discussed in detail in our previous publications (see 7-

13). To summarize, we use mass flow controllers to regulate the flow of the condensable gas (carbon 

dioxide, PanGas 4.5) and the carrier gases (argon, PanGas 5.0, nitrogen, PanGas 5.0 and methane, 

Messer 5.5). Methane is also used as an internal standard. Two feeding valves with a repetition 

rate of 20 Hz and an opening time of 6 μs are used to supply the gas mixture to the so-called 

stagnation volume with stagnation temperature 𝑇! and stagnation pressure 𝑝!. The gas mixture is 

then expanded through the Laval nozzle generating a uniform flow at the nozzle exit with 

temperature 𝑇, CO2 pressure 𝑝)*! and carrier gas pressure 𝑝56'. 
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The flow uniformity is extended into the post-nozzle flow region (~100 mm in length) by matching 

the pressure in the background to 𝑝)*! + 𝑝56'. The Laval nozzle is fixed on a linear translation 

stage, which enables us to change the axial distance 𝑧′, i.e. the distance between nozzle exit and 

skimmer (see Figure 1, main text). A change in 𝑧′ leads to a change in nucleation time 𝑡 with a 

resolution of ~2 μs. 

We determine the Mach number and temperature from measurements of the stagnation and impact 

pressures 𝑝! and 𝑝7, respectively, using the Rayleigh-Pitot equation and assuming isentropic flow 

conditions and ideal gas behavior (see refs. 8, 10-12 for more information). We usually record 20-

40 measurements of 𝑝! and 𝑝7 at a given 𝑧′. From this, the axially averaged Mach number 𝑀 and 

temperature 𝑇 can be determined with standard deviation 𝜎 (Table S2).  

A skimmer (Beam Dynamics, 1 mm in diameter) is used to sample the core of the post-nozzle 

flow. The clusters are then ionized with single photons at 13.8 eV (89.8 nm) generated by a two-

color-four-wave mixing process in a krypton expansion at 20 Hz using a home-built table-top 

vacuum ultraviolet (VUV) laser. Single-photon ionization has been proven to be a soft ionization 

method for weakly-bound clusters (see refs. 14-18 and references therein). After ionization, the 

clusters are accelerated by a Wiley McLaren type mass spectrometer using voltages up to 30 kV. 

These high voltages lead to a high dynamic mass range and high sensitivity of our measurements. 

The clusters are finally detected by a microchannel plate (MCP) detector. The monomer is usually 

103-104 times more abundant than the clusters. We therefore record the monomer and clusters in 

separate measurements using different experimental settings. Additionally, the monomer is 

deflected by a pulsed plate (see refs. 7 and 12 for more information) during the cluster 

measurements to avoid saturation effects on the MCP. 
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We use the experimental setup to record two types of data (see also main text): i) nucleation onset 

measurements (Tables S2) and ii) nucleation rate measurements (Table S3). Onset is determined 

at a fixed position in the flow by finding the conditions where a rapid increase in the maximum (or 

mean) cluster size is observed for a small increase in condensable partial pressure (~0.1%) or 

decrease in temperature (~0.4 K).  As described in more detail below, nucleation rates are 

determined by measuring the increase in cluster number as a function of position, or equivalently 

time, in the post-nozzle flow. The thermodynamic requirement of nucleation is that the 

supersaturation 𝑆 = 	𝑝)*!/𝑝)*!
%8 (𝑇) is greater than one (supersaturation), where 𝑝)*! is the partial 

pressure of CO2 and 𝑝)*!
%8 (𝑇) is the equilibrium vapor pressure of CO2. However, nucleation can 

only be observed if enough particles nucleate in the time accessible by the experiment. To account 

for this, we refer to conditions where the 𝑆 > 1 but nucleation is not observed as subcritical 

conditions and to conditions where nucleation has already taken place as supercritical conditions. 

To observe the onset of nucleation, the experimental conditions must be systematically tuned to 

explore the range from subcritical to supercritical conditions. These fine steps were achieved by 

changing 𝑇 at a given 𝑝)*! and 𝑧′ (60 mm for all measurements in Table S2), which was realized 

by replacing parts of the argon carrier gas by either methane or nitrogen. This leads to an increase 

in 𝑇 and therefore to a decrease in 𝑆. As mentioned in the main text, a decrease of 𝑇 of ~0.4 K is 

enough to change from supercritical to subcritical conditions (see refs. 10 and 11). We identify the 

conditions at which the first supercritical mass spectrum is recorded as nucleation onset. The 

different onset conditions are given in Tables S2 and S3.  

The recording and analysis of mass spectra to determine nucleation rates has been described in 

detail in refs. 7, 12-13. In this experiment, we record mass spectra at a constant 𝑆 as a function of 
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𝑡, and add a small amount of methane as an internal standard to the gas mixture. As outlined in 

refs. 7 and 12, we can determine the number concentrations of the clusters, 𝑁9, by: 

𝑁9 =
𝐼9 ∙ 𝜎):" ∙ 𝑁

):"

𝐼):" ∙ 𝜎)*! ∙ 𝑛
 (S2) 

𝐼9 and 𝐼):"are the integrated ion signals of cluster 𝑛 and CH4, respectively, 𝜎)*! and 𝜎):" are the 

respective monomer photoionization cross sections of CO2 19 and CH4 20. The uncertainty on 𝑁9 is 

estimated to be a factor of ~5 (see refs. 7, 12-13).  

At early nucleation times, monomer depletion and more complex growth mechanisms such as 

coagulation can be neglected because the monomer abundance is 103-4 times higher than that of the 

clusters. Under these conditions, the total cluster concentration summed over all clusters larger 

than a critical size 𝑛∗ (𝑛 > 𝑛∗), 𝑁5;<=#%',#&#>9∗, as a function of 𝑡 gives direct access to the 

nucleation rate 𝐽%+, by using eq. 2 in the main text.  

More details are provided in refs. 7 and 12. For simplicity, we choose 𝑛∗ = 1. Note that the choice 

of 𝑛∗ has only minor influence on 𝐽%+,. We estimate the relative uncertainty of 𝐽%+, to be a factor 

of 2 and the absolute uncertainty to be an order of magnitude (see refs. 7, 12-13). The experimental 

conditions for the nucleation rate measurements are given in Table S3. Note that these data were 

previously published in refs. 7 and 21. 
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Table S2: Experimental parameters of the onset measurements performed at ETH Zurich. The 

data in the last row were first published in ref. 21. Further onset data retrieved from our previously 

published data 7,21 are provided in Table S3. 𝑝)*! and 𝑝56' are the CO2 and carrier gas pressures, 

respectively. The carrier gas compositions (% N2, % CH4 and % Ar) are indicated. 𝑇 and 𝑀 are 

the axially averaged temperature and Mach number, respectively, with standard deviation 𝜎. The 

Laval nozzles are referred to by their nominal Mach numbers used to design them.  

𝑝)*! 
[Pa] 

𝑇 (±	𝜎) 
[K] 

𝑝56' 
[Pa] % Ar % N2 % CH4 𝑀 (±	𝜎) Nozzle 

13.3 66.8 ± 1.6 13.3 34.6 15.4 - 3.7 ± 0.06 M5.2 
9.3 63.7 ± 1.2 17.2 40.4 24.6 - 3.8 ± 0.04 M5.2 
6.6 62.3 ± 1.3 19.9 36.5 38.5 - 3.9 ± 0.05 M5.2 
5.3 61.1 ± 1.2 21.2 39.2 40.8 - 3.9 ± 0.05 M5.2 
4.0 59.7 ± 1.3 22.5 42.7 42.3 - 4.0 ± 0.06 M5.2 
2.7 58.7 ± 1.2 23.9 45.4 44.6 - 4.0 ± 0.05 M5.2 
1.3 54.5 ± 1.0 25.2 54.2 40.8 - 4.1 ± 0.05 M5.2 
0.87 51.3 ± 1.0 25.6 65.9 30.8 - 4.2 ± 0.06 M5.2 
0.53 48.8 ± 1.0 26.0 72.6 25.4 - 4.2 ± 0.06 M5.2 
0.49 47.5 ± 1.7 32.5 91.1 - 7.5 4.1 ± 0.10 M5.0 
0.26 42.5 ± 1.6 27.7 92.2 6.9 - 4.3 ± 0.10 M5.2 
0.16 40.4 ± 1.2 34.8 77.2 22.3 - 4.7 ± 0.09 M6.0 
0.11 37.4 ± 1.4 34.9 86.6 13.1 - 4.7 ± 0.11 M6.0 
0.081 35.2 ± 1.3 34.9 93.6 6.2 - 4.8 ± 0.10 M6.0 
0.065 34.3 ± 1.0 34.9 91.4 - 8.4 4.8 ± 0.10 M6.0 

 

C. Correction for Incomplete Thermalization Effects in Nucleation Experiments 

Classical nucleation theory was developed under the assumption that the temperatures of the 

monomers, clusters and any carrier gas are all the same, i.e. nucleation occurs under isothermal or 

fully thermalized conditions.  Feder et al. 22 recognized that if the energy released by the addition 

of a monomer to a cluster was not efficiently removed by collisions with a carrier gas, the 

experimental nucleation rate 𝐽%+, should be reduced from the nucleation rate under fully 

thermalized conditions, 𝐽, as 
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𝐽%+, = 	𝑓 × 𝐽	. (S3) 

For steady-state nucleation, the thermalization factor 𝑓 (also called the non-isothermal factor) is 

given by 22 

𝑓 = 	
𝑏?

𝑏? + 𝑞?	, 
(S4) 

where, 

𝑏? = 2(𝑘@𝑇)? L1 +	
𝑁56'
𝑁1

M
𝑚
𝑚56'

O	, (S5) 

is the mean square energy fluctuation between subsequent growth or decay events, and 𝑁56'/𝑁1 

and 𝑚56'/𝑚 are the number and mass ratios of carrier gas molecules to condensable monomers, 

respectively. (Equation S5 is derived from that presented by Feder et al.22 assuming cv = cv,c = 3kB/2 

and the ideal gas law.) Following Feder et al. 22, the excess energy 𝑞 of the critical cluster after 

monomer addition is given by 

𝑞 = ∆𝐻A6, −
𝑘@𝑇
2 −	

𝜕𝐴9𝜎
𝜕𝑛 ≈ ∆𝐻A6, −

𝑘@𝑇
2 − 𝑘@𝑇 ln 𝑆	.	 (S6) 

where ∆𝐻A6, is the bulk heat of vaporization for the condensing species, 𝐴9 is the surface area of 

a cluster containing n monomers, and 𝜎 is the surface tension of the condensable.  

The factor 𝑓 is normally used to correct theory in order to properly compare with the 

experimentally observed rates. In this paper we also use 𝑓 to estimate the experimental nucleation 
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rates 𝐽 that correspond to the measured onset conditions under conditions of perfect cluster 

thermalization. Thus,  

𝐽 = 	
𝐽%+,
𝑓 	. (S7) 

This correction is critical to fairly compare data measured under very different ratios of 𝑁56'/𝑁1. 

In particular, in the region of overlap, the OSU experiments typically operate at 𝑁56'/𝑁1 = 200, 

whereas the ETH experiments operate at 𝑁56'/𝑁1 ≅ 1.  

Table S1 summarizes the values of 𝑓 and 𝐽 corresponding to the current and previously published1 

values of 𝐽%+, measured at OSU. Table S3 summarizes the values of 𝑓 and 𝐽 corresponding to the 

previously published values of 𝐽%+, measured at ETH 7,21. 

Table S3: Experimental parameters for the nucleation rate measurements performed at ETH 

Zurich. These data have been published in refs. 7 and 21.  𝑝)*! 	is the CO2 pressure and 𝑇 and 𝑀 

are the axially averaged temperature and Mach number with standard deviation 𝜎, respectively. 

𝑝56' is the carrier gas pressure and % Ar and % CH4 are the concentrations of argon and methane 

in the flow. 𝐽%+, is the experimental nucleation rate, 𝑓 is the non-isothermal factor and 𝐽 is the 

nucleation rate expected under fully thermalized conditions (see Eq. S7).  

𝑝!"! 
[Pa] 

𝑇 
[K (±	𝜎)] 

		𝑝#$% 
[Pa] % Ar % CH4 𝑀 (±	𝜎) 𝐽&'( 

[cm-3s-1] 𝑓 𝐽 
[cm-3s-1] 

13.3 62.9 ± 1.1 13.3 42.3 7.7 3.83 ± 0.06 3.6 x 1015 0.0066 5.4 x 1017 
2.65 56.6 ± 1.3 23.9 66.9 23.1 4.16 ± 0.06 4.0 x 1015 0.029 1.4 x 1017 
0.88 49.3 ± 1.3 25.6 81.3 15.4 4.65 ± 0.07 3.4 x 1015 0.072 4.8 x 1016 
0.37 44.4 ± 1.5 32.6 97.1 1.7 4.17 ± 0.08 2.7 x 1015 0.16 1.7 x 1016 
0.04 31.2 ± 1.3 35 98.3 1.5 4.89 ± 0.11 1.5 x 1015 0.59 2.5 x 1015 
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S2. Further Nucleation Rate Comparisons 

 

Figure S1: (A) Experimentally determined nucleation rates, 𝐽%+,, previously published in 

Dingilian et al. 1 (filled red circles), those measured as part of this work (open red circles), and the 

results of Krohn et al. 7 and Lippe et al. 21 (blue diamonds), exhibit distinctly different trends as a 

function of S. Since temperature is not constant in these experiments, the highest and lowest 

temperatures for each data set are indicated on the figure. All values of S are with respect to the 

extrapolated supercooled liquid. (B) The nucleation rates 𝐽 = 𝐽%+,/𝑓 correspond to the rates that 

should be observed if nucleation occurred under fully thermalized conditions. The data now exhibit 

a highly consistent trend with supersaturation.  
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In the main body of the paper we compared the nucleation rates 𝐽%+, and 𝐽 between the OSU and 

ETH experiments as a function of the pressure at onset, because 𝑝)*! and 𝑇 are the parameters 

used in the QC calculations. Figure S1 compares 𝐽%+, and 𝐽 = 𝐽%+,/𝑓 as a function of the saturation 

𝑆 = 𝑝)*! 𝑝)*!
%8 (𝑇)⁄  where 𝑝)*!

%8 (𝑇) is the equilibrium vapor pressure of supercooled liquid CO2. 

This comparison is insightful, because S is the driving force for nucleation and is an exponential 

function of T. As in Figure 3A of the main text, there is a significant gap in Jexp between the lowest 

temperature experiment measured within the nozzle (OSU data) and highest temperature 

experiment measured in the post-nozzle flow (ETH data) that cannot be explained by the 

uncertainty in either rate measurement. Rather, this difference directly reflects the difference in 

the degree of cluster thermalization between the two experiments in this temperature regime. In 

the OSU experiments, when T = 65.8 K the concentration of CO2 is ~0.5 mol % and f ~ 0.4. In 

contrast, in the ETH experiments, when T = 62.9 K the concentration of CO2 ~50 mol % and 

f ~ 0.0066. Non-isothermal effects also play a role in the OSU experiments at higher pressures 

(lower saturations) where f ~ 0.015 when the concentration of CO2 reaches ~39 mol %. 

After all of the nucleation rates are corrected for differences in thermalization, the values of 𝐽 are 

quite consistent between the two experiments and both exhibit a trend of decreasing nucleation 

rates as the temperature decreases and supersaturation increases. 
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S3. Modelling Details 

A. Kinetic Model for Cluster Growth 

As the observed nucleation occurs in a confined region in the absence of physical boundaries and 

pre-existing particles, external losses of monomers or clusters can be ignored. In addition, recent 

large-scale molecular dynamics simulations of homogenous nucleation of CO2 confirm that 

cluster-cluster collisions are extremely rare at conditions close to those of the experiments 1. 

Consequently, the growth mechanism is restricted to the addition or removal of monomers and the 

time development of the cluster concentration can be calculated using the Becker–Döring model 23 

𝜕𝑁9
𝜕𝑡 = 𝛽9B1𝑁9B1 + 𝛾9C1𝑁9C1 − 𝛽9𝑁9 − 𝛾9𝑁9, (S8) 

where 𝛾9 and 𝛽9 are 𝑛-cluster's evaporation and collision rates, respectively. 

According to kinetic gas theory, the hard sphere collision rate between a monomer and an 𝑛-cluster 

is (see ref. 24) 

𝛽9 = 𝑁1M
8𝜋𝑘@𝑇
𝜇

(𝑟1 + 𝑟9)?	, (S9) 

where, 𝑁1 is the monomer concentration, 𝜇	 = 𝑛 ∙ 𝑚/(𝑛 + 1) is the reduced mass where m is the 

mass of a monomer. The radii are calculated from the molecular volume 𝑣 = 𝑚/𝜌 as 𝑟9 	=

	(3𝑛𝑣/4𝜋)1 D⁄ , where the density of CO2 bulk was used.  

If the monomer concentration 𝑁1 is constant, the steady-state solution of Eq. S8 leads to the 

classical expression for the isothermal nucleation/growth rate 𝐽F=& 
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𝐽F=& = _`
1

𝑆9𝛽9𝑁9
%8

9G1
a
B1

	, (S10) 

where the cluster density of an n-mer at equilibrium vapor pressure is given by 25  

𝑁9
%8 = 𝑁%8	exp _−

∆𝐺9
%8

𝑘@𝑇
a =

𝑁1
𝑆 exp _−

∆𝐺9
%8

𝑘@𝑇
a	, (S11) 

and ∆𝐺9 is the cluster Gibbs free energy of formation calculated using QC methods as described 

in Section S3.B and C. 

To account for incomplete thermalization of the clusters, a factor 𝑓′ is calculated using Eq. S4 with 

the following modification (relative to the calculation of 𝑓). Since both energy and momentum are 

conserved, a size-dependent 𝑞 can be calculated using the ground-state energies (𝑈9 = 𝐸9 + ZPE9, 

where 𝐸 and ZPE are electronic and zero-point energies, respectively) of adjacent clusters and the 

principle of equipartition as 

𝑞9 = 𝑈9B1 + 𝑈1 − 𝑈9 −
5
2𝑘@𝑇	. 

(S12) 

For the case of dimer formation (𝑛 = 2), the last term of Eq. S12 is −2𝑘H𝑇 as an additional 

rotational degree of freedom is introduced. The main qualitative difference between Eqs. S6 and 

S12, is that Eq. S6 incorrectly includes entropic contribution to q as surface tensions i.e. surface 

free energy is used instead of surface energy. Using 𝑏 defined already in Eq. S5, the non-isothermal 

factor 𝑓′ for a given cluster size can be expressed as (see similarity with Eq. S4) 

𝑓′ = 	
𝑏?

𝑏? + 𝑞9?
	, (S13) 
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The differences between 𝑓 and 𝑓′ are generally on the order of 0.5-10. 

The calculated formation free energies at reference pressure 𝑝'%I can be converted to any pressure 

𝑝 using following relation 

∆𝐺9(𝑝) = ∆𝐺9'%I + (𝑛 − 1)𝑅𝑇	ln _
𝑝'%I

𝑝 a	, (S14) 

and, thus, we can write the non-isothermal nucleation rate 𝐽J&JF=& in terms of reference pressure as 

𝐽J&JF=& = 𝑓′

⎝

⎜
⎛
∑

%+,KL∆N$%&'C(9B1)QR	;JT
(%&'

( UV/X)RY

Z*[$9G1

⎠

⎟
⎞

B1

. (S15) 

Eq. S15 reduces to the correct kinetic limit equation as the free energy barrier vanishes. In 

particular, once p/pref increases enough (i.e. ∆𝐺9 ≪ 0 for 𝑛 > 1) and 𝑞 = 0, the hard sphere 

nucleation rate neglecting evaporation, 𝐽:\ , is reached  

𝐽:\ = 𝛽1𝑁1	. (S16) 

𝐽:\ is a simplest form of the nucleation rate, i.e. coagulation and evaporation is neglected and 

every collision leads to association (with unit sticking probability). It is also referred to as the 

collisional limit and is often used as an estimate of the upper limit of the nucleation rate. 
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B. Configurational Sampling 

The search for the energy minimum configurations of the CO2 clusters is based on the study of 

Kubečka et al. 26 and was performed as follows. 

Exploration 

First, the artificial bee colony (ABC) algorithm implemented in the ABCluster program 27-28 was 

used to explore the potential energy surface (PES). For that, the CO2 geometry was optimized at 

the MP2/6-31+G(d) level, and the required Lennard-Jones parameters and the atomic charges were 

assigned from the CHARMM force field 29. For each search, 1000 initial random structures (bee 

colony population), 500 loops (generations) and a maximum structure lifetime of 4 loops were 

applied to obtain at maximum 1000 of the lowest-lying energy minima structures. 

Reoptimization 

All the saved structures were reoptimized using the semi-empirical GFN2-xTB method (the XTB 

program 30-31) with very tight optimization criterion.  

Removing redundant structures 

The redundant structures converging to the same configuration were removed and only unique 

structures were kept for further calculations. The configurations were considered unique if at least 

one of the collective variable's difference was greater than a predefined threshold (coll. variable 

[threshold]: 𝐸 = energy [0.0001 Hartree], 𝑅] = gyration radius [0.01 Å], 𝜇 = dipole moment 

[0.1 D]). Moreover, all structures with energies greater than 3.5·𝑛 kcal/mol with respect to the 

global minimum were removed as well, where 𝑛 is the number of CO2 molecules in the cluster. 
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C. Quantum Chemical Calculations 

Geometry 

The CO2 molecule was analyzed using several levels of theory and several of the essential 

calculated geometrical and vibrational properties were compared to experimental results. Table S4 

summarizes the obtained C—O bond distances, O—C—O angles, rotational constants and electric 

dipole polarizabilities, and Table S5 summarizes the vibrational frequencies of the normal modes 

of a CO2 molecule. These CO2 molecule properties are accurately determined from experiments. 

Our assumption is that methods describing these properties well are also likely to accurately 

predict properties, such as the cluster binding energy, that are not experimentally well constrained. 

As the results indicate, the ωB97X-D/6-31+G(d) outperforms the other levels of theory in the 

category of structural features, and also represents the normal modes frequencies relatively well. 

This functional was also recently reported in several studies of molecular clusters to provide 

acceptable geometries.26, 32-33 Thus, we decided to use the ωB97X-D/6-31+G(d) method for 

geometry optimization and thermodynamic calculations. Moreover, the ωB97X-D 34 functional is 

suitable for systems interacting via dispersion interactions, which are the dominating interactions 

in CO2 clusters. If not otherwise specified, all quantum chemistry calculations were performed 

using Gaussian 16 Revision A.03.35  

Consequently, the obtained local minimum structures from the configurational exploration were 

optimized using density functional theory (DFT) with very tight optimization criterion and the 

ωB97X-D 34 functional with the 6-31+G(d) basis (example structures in Figure S2).  
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Table S4: Data validation for CO2 molecule: C—O bond distance 𝑟)—*, O—C—O angle ∢(OCO) 

and rotational constant 𝑅 (exp.: refs. 36-37), and electric dipole polarizability 𝛼 (exp.: refs. 37-

38). The difference between theoretical and experimental values is noted in parentheses. 

 𝑟)—* [Å] ∢(OCO) [°] 𝑅 [cm-1] 𝛼 [ÅD] 
Experimental 1.162 180.0 0.3902 2.507 
ωB97X-D/6-31+G(d) 1.165 (0.26 %) 180.0 (0.0 %) 0.3884 (0.46 %) 2.503 (0.2 %) 
ωB97X-D/aug-cc-pVTZ 1.156 (0.52 %) 180.0 (0.0\%) 0.3940 (0.97 %) 1.935 (22.8 

%) 
MP2/aug-cc-pVTZ 1.170 (0.69 %) 180.0 (0.0\%) 0.3848 (1.38 %) 2.227 (11.2 

%) 
CISD/aug-cc-pVTZ 1.151 (0.95 %) 180.0 (0.0\%) 0.3980 (2.00 %) --- 

 

Table S5: Data validation for normal mode vibrations of CO2 molecule (exp.: refs. 36-37). The 

difference between theoretical and experimental values is noted in parentheses. 

 Asymmetric 
stretch [cm-1] 

Symmetric 
stretch [cm-1] 

Bending  
[cm-1] 

Experimental 2349 1333 667 
ωB97X-D/6-31+G(d) 2332.9 (0.68 %) 1323.9 (0.69 %) 630.2 (5.52 %) 
ωB97X-D/aug-cc-pVTZ 2338.4 (0.45 %) 1337.1 (0.31 %) 656.9 (1.52 %) 
MP2/aug-cc-pVTZ 2288.5 (2.57 %) 1263.5 (5.22 %) 628.0 (5.85 %) 
CISD/aug-cc-pVTZ 2406.6 (2.45 %) 1393.0 (4.50 %) 696.4 (4.41 %) 

 

Electronic energy 

The accuracy of the cluster formation energies was increased by performing single-point energy 

calculation on the geometries obtained at the ωB97X-D/6-31+G(d) level using the Domain-based 

Local Pair Natural Orbital Coupled Cluster DLPNO-CCSD(T) method with the Tight Pair Natural 

Orbital (TightPNO) criterion 39-41 and the aug-cc-pVTZ basis set 42-43. This approach has been 

successfully applied in several studies of molecular clusters, for example refs. 26, 32-33. DLPNO-

CCSD(T) are the only quantum chemistry calculations performed with the Orca program version 

4.0.1.2. 44-45 Further in the text, we refer to this electronic energy correction as DLPNO-

CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31+G(d). 
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Figure S2: Global Gibbs-free-energy minimum structures (at 75 K) for CO2 molecule and its 

molecular clusters. Note that here we present only the global minimum structures but in the 

calculations of cluster Gibbs free energies, we account for several other local minima using 

equation S18. 

 

Thermodynamics 

Vibrational frequency analysis was performed at the ωB97X-D/6-31+G(d) level. All minima were 

tested for non-imaginary frequencies and their vibrational frequencies were recalculated with 

respect to the following phenomena: (1) Rotational symmetry: only rotational symmetry is 

included in this work. Quantum chemistry programs can usually recognize the point group of a 

molecule or few molecules, but, when it comes to molecular clusters, symmetry may not be 

recognized correctly due to the numerical precision of calculations (i.e., clusters are incorrectly 

assigned as being non-symmetrical). We therefore utilized the SYMMOL program. 46 The global 

minima configurations shown in Figure S2 should have the following point groups and symmetry 

numbers: CO2 (D∞h, 𝜎 = 2), (CO2)2 (C2h, 𝜎 = 2), (CO2)3 (C3h, 𝜎 = 3), and (CO2)6 (S6  = C3i, 𝜎 = 3). It 
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should be noted that including the correct symmetry number has only a minor effect on the 

nucleation rates if the monomer symmetry is correct. (2) Quasi-harmonic approximation: the low 

vibrational frequencies were treated as suggested by Grimme et al. 47 and Chon et al. 48 using the 

GoodVibes program 49-50 (i.e. vibrational partition function for vibrations lower than 0.5𝑘@𝑇 cm-1 

were replaced by rotational partition function and the low and high vibration expressions close to 

the cutoff frequency were interpolated by a damping function). (3) Vibrational anharmonicity: to 

account for vibrational anharmonicity, we applied a scaling factor of 0.952 (for ωB97X-D/6-

31+G(d)) to all vibrations of CO2 and CO2 clusters. 36 

Gibbs Free Energy: To obtain the Gibbs free energy 𝐺 of each molecular configuration, the 

thermal correction 𝑔5&''_`a (including zero-point energy (ZPE)) has to be added to the corrected 

electronic energy 𝐸%;_bc-* 

𝐺	 = 	𝐸%;_bc-* 	+ 	𝑔5&''_`a	. (S17) 

It should be noted that 𝑔5&''_`a is a function of temperature. Figure S2 shows the global minima of 

all CO2 clusters at 75 K. 

The most import point is to obtain the Gibbs free energy of the global minimum. However, in this 

study, we also included the contribution of several low-lying local minima to the Gibbs free 

energy. For this purpose, the equation suggested in ref. 51 was used:  

〈𝐺〉 	= 	−𝑅𝑇	 ln |` eBN+ QR⁄

d
}	, (S18) 

where 𝑅 is the universal gas constant and 𝑇 is temperature. 
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(Original) Formation Gibbs Free Energy: In order to understand the stability of CO2 clusters, 

formation Gibbs free energies were calculated. The Gibbs free energy of formation ∆𝐺9 of the 

cluster containing 𝑛 CO2 molecules is calculated from the cluster Gibbs free energy 𝐺9 (or 〈𝐺9〉) 

and the Gibbs free energy of single CO2 molecules 𝐺1: 

∆𝐺9 = 𝐺9 − 𝑛𝐺1 (S19) 

Based on the monomer benchmarking, we decided to calculate the thermal correction at ωB97X-

D/6-31+G(d). Keeping the ωB97X-D/6-31+G(d) geometrical structures, electronic binding 

energies were calculated at higher levels of theory. The ∆𝐺9 values calculated at the DLPNO-

CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31+G(d) level will be addressed as the “original” data in the 

following sections. 

 

Table S6: Formation energies calculated at various levels of theory for global minimum structures 

of (CO2)1-3 clusters, where ∆𝐸 represents electronic binding energy and 𝑔5 represents thermal 

correction to 𝐸 at 70 K (𝑔5 contains zero-point energy (ZPE)). 

 ∆𝐸 (kcal/mol) ∆𝑔5 (kcal/mol) 

 (CO2)2 (CO2)3 (CO2)2 (CO2)3 

DLPNO-CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31+G(d) -1.46 -4.25 1.34 3.33 

CCSD(T)/aug-cc-pVTZ//ωB97X-D/aug-cc-pVTZ -1.49 -4.13 1.30 3.24 

CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31+G(d) -1.53 -4.40 1.34 3.33 

CCSD(T)/aug-cc-pVTZ+BSSE//ωB97X-D/6-31+G(d) -1.27 -3.56 1.34 3.33 
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(Adjusted) Formation Gibbs Free Energy: To modify the Gibbs free energy profiles using higher 

level data, we calculated the energy of CO2 monomer, dimer and trimer at the CCSD(T)/aug-cc-

pVTZ//ωB97X-D/6-31+G(d) level of theory (see Table S6 for the variation in binding energies 

and thermal corrections). Also, we corrected the binding energies for the basis set superposition 

error (BSSE). 52-53 We find this method to be the most reliable, and moreover, assuming these 

adjusted data, we reached a better comparison to experimental results. Due to computational cost, 

the remaining formation Gibbs free energies of clusters (CO2)4-10 were just adjusted from the 

original data to fit the monomer, dimer and trimer formation Gibbs free energies. The adjustment 

was done by a scaling factor 𝜁 which was fitted on the (CO2)1-3 clusters 

∆𝐺9
6ef 	= 	∆𝐺9

&'F] 	+ 	𝜁 ∙ (𝑛 − 1)	, (S20) 

and then used to obtain the rest of ∆𝐺9
6ef for 𝑛 > 3. Table S7 lists ∆𝐺9	  values at a few selected 

experimental conditions with the original data and the adjusted data. Also, Figure 4A in the main 

text shows a graph for the ∆𝐺9	  profiles for the same few selected experimental conditions. 
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Table S7: ∆𝐺9
&'F] and ∆𝐺9

6ef of all studied clusters for the experimental conditions: temperature 

(K) and pressure (Pa). The Gibbs free energies of formation ∆𝐺9	  are in kcal/mol. Numbers in red 

indicate the critical cluster size of the adjusted data. The last column shows the scaling 𝜁 factor 

from Eq. S20. 
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D. Onset of Nucleation 

To determine the pressures and temperatures corresponding to the onset of nucleation, as 

illustrated in Figure 2A of the main text, we solved Eq. S15 with 𝑓g = 1 for fixed isothermal 

nucleation rates. Here the Gibbs free energies of formation (∆𝐺9'%I) are calculated for all clusters 

at a given set of temperatures (𝑇). And further, for each temperature, the CO2 pressure (𝑝)*!) is 

varied until the desired nucleation rate is reached. Figure 2B in the main text shows the critical 

cluster sizes 𝑛∗ (cluster size with the highest ∆𝐺9'%I at given condition) for the case of 

𝐽F=& = 101h cm–3s–1. The values for theoretical nucleation rates 𝐽F=&	and 𝐽J&JF=& shown in 

Figures 3A and 3B of the main text are summarized in Table S8. Additionally, the experimental 

nucleation data are also compared with 𝐽:\ in Figure 2A in the main text as well as Figure S3 in 

the next section. 

 

Table S8: Parameters relevant to the QC nucleation rate calculations include the pressures (CO2 

pressure 𝑝)*!, carrier gas 𝑝56'), temperatures, and carrier gas compositions corresponding to the 

values used in the experiments (Tables S1-S3, Figure 3 in main text). Results include the critical 

cluster size 𝑛∗ and the height of the free energy barrier  ∆𝐺9∗
6ef/𝑘@𝑇.  The non-isothermal factor 𝑓′ 

corrects the isothermal nucleation rate 𝐽F=&, derived from QC calculations, for incomplete 

thermalization of the clusters to yield the non-isothermal nucleation rate 𝐽J&JF=&. 
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𝑝)*! 
[Pa] 

𝑝56' 
[Pa] 

𝑇 
[K] 𝑛∗ ∆𝐺9∗

6ef

𝑘@𝑇
 𝑓′ 𝐽F=& 

[cm–3s–1] 
𝐽J&JF=& 

[cm–3s–1] 
0.040 35.0 31.2 2 4.54 0.8601 1.1	× 101i 9.6 × 101h 
0.37 32.6 44.4 3 9.67 0.2196 3.1 × 101h 6.9	× 101j 
0.88 25.6 49.3 3 11.61 0.1118 2.4 × 101h 2.7	× 101j 
2.7 23.9 56.6 3 13.70 0.0551 2.2 × 101h 1.2	× 101j 
7.45 1483 66.5 3 16.01 0.6106 1.0 × 101h 6.2	× 101j 
7.14 1421 65.8 3 15.83 0.6049 1.2 × 101h 7.4	× 101j 
10.8 1533 68.8 3 16.10 0.5478 1.5 × 101h 8.4	× 101j 
13.3 1550 69.6 3 15.98 0.5060 2.5 × 101h 1.3 × 101h 
13.3 13.3 62.9 3 13.41 0.0136 6.2	× 101i 8.4	× 101j 
14.7 1450 67.6 3 15.08 0.4490 1.1	× 101i 4.8 × 101h 
15.8 1541 70.7 3 16.03 0.4743 2.8 × 101h 1.3 × 101h 
21.5 1768 73.4 5 16.71 0.2813 2.4 × 101h 6.8	× 101j 
28.9 1900 75.8 5 17.69 0.2520 2.1 × 101h 5.3	× 101j 
33.9 1963 76.5 5 17.61 0.2326 3.1 × 101h 7.2	× 101j 
38.6 1891 75.1 5 15.95 0.1984 1.5	× 101i 3.0 × 101h 
41.5 2034 79.2 5 19.09 0.2182 1.1 × 101h 2.4	× 101j 
41.5 2034 78.1 5 18.19 0.2128 2.8 × 101h 5.9	× 101j 
61 1769 77.8 5 16.37 0.1376 3.0	× 101i 4.1 × 101h 
63 1768 78.2 5 16.63 0.1369 2.5	× 101i 3.5 × 101h 
134 3526 82.0 5 16.53 0.1414 1.3	× 1012 1.8	× 101i 
198 5302 82.5 5 15.35 0.1452 8.0	× 1012 1.2	× 1012 
281 7049 86.0 5 16.39 0.1490 6.2	× 1012 9.2	× 101i 
278 7052 85.7 5 16.26 0.1495 6.9	× 1012 1.0	× 1012 
345 8815 86.2 5 15.73 0.1521 1.8	× 1013 2.7	× 1012 
411 10580 87.2 5 15.67 0.1563 2.6	× 1013 4.1	× 1012 
408 10583 87.6 5 15.99 0.1588 1.9	× 1013 2.9	× 1012 
528 14172 88.4 5 15.46 0.1661 5.1	× 1013 8.4	× 1012 
701 18399 91.9 5 16.52 0.1757 2.5	× 1013 4.4	× 1012 
770 23030 91.7 5 16.00 0.1939 5.5	× 1013 1.1	× 1013 
793 23207 92.3 5 16.25 0.1929 4.3	× 1013 8.2	× 1012 

 



 27 

S4. Comparing the Onset Data with the Hard Sphere Collision Limit and Classical 

Nucleation Theory 

The onset trends can also be captured quite well by self-consistent classical nucleation theory 

(SCNT) for an appropriate range of nucleation rates, physical property choices and the assumption 

that the clusters are liquid-like 1 (Figure S3). Furthermore, the rates approach the collisional limit 

assuming a simple hard sphere (HS) interaction. The rapid deviation in SCNT from the HS  

 

 
Figure S3: CO2 partial pressure as a function of 1000/𝑇, where data reporting the onset of 

nucleation are indicated by open symbols as follows: Lettieri et al. 54 (green squares), Duff 55 

(orange triangles), OSU current work (red open circles) and ETH Zurich current work (blue 

diamonds). Filled symbols correspond to data from ref. 1 (red circles) and refs. 7 and 21  (blue 

diamonds). The data are compared with predictions by self-consistent classical nucleation theory 

(SCNT) and the hard sphere nucleation rate that neglects evaporation (HS). The exact expressions 

for the SCNT nucleation rate, and the physical properties used to evaluate it, are given in Dingilian 

et al.1 In that paper we also showed that other reasonable combinations of physical property data 

and nucleation rate expressions were not able to match the experimental trends. 
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calculation particularly at temperatures above ~40-50 K is consistent with the appearance of a 

significant free energy barrier. Indications for this transition from barrierless to barrier-limited 

nucleation has been reported in our previous publication 7 and is also evident in Figure 4 of the 

main text. 

The “straight line” region of the Volmer plot (Figure S3) can be understood within the context of 

classical nucleation theory as follows. Truncating the expression for stationary isothermal 

nucleation rate (Eq. S10) around the critical size 𝑛∗ gives 

𝐽 = 𝑆9∗𝛽9∗𝑍𝑁9∗
%8	, (S21) 

where 𝑍 is the Zeldovich factor emerging from Taylor expansion of ∆𝐺9, and n* corresponds to 

the cluster size at the free energy maximum. The pressure 𝑝	at which nucleation occurs at a given 

rate for a given critical cluster size 𝑛∗ can then be written as 

ln 𝑝(𝑛∗) =
𝑛∗ − 1
𝑛∗ + 1 ln 𝑝

%8 +
1

𝑛∗ + 1	_ln
	𝐽(𝑅𝑇)?

𝛽9∗g 𝑍
+
∆𝐺9∗

%8

𝑅𝑇 a	, (S22) 

where 𝛽9∗
g  is the reduced collision coefficient (𝛽9∗ 𝑁1⁄ ). For an ideal gas, the equilibrium vapor 

pressure can be expressed as 

ln 𝑝%8 =	
−∆𝐻
𝑇 + 𝐶1	, (S23) 

where −∆𝐻 is the latent heat of vaporization. Thus, according to Eq. S22, for large enough critical 

clusters, ln	𝑝	should decrease linearly with 1 𝑇⁄ , in line with the behavior of the equilibrium vapor 

pressure. As the critical cluster size decreases, the second term becomes more important and the 

curve flattens. 
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