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S1. Density Tests of Disordered Carbon Structures 

To determine an appropriate density for modelling graphite-like nanocrystalline carbon films 

(GNCFs), we modelled carbon nanostructures with different densities using the force field Ci-

ReaxFF,1 as shown in Figure S1. The structures in Figure S1 were obtained via a quenched MD 

method with a quench rate of 77 K·ps−1. It can be clearly seen that when the density is too high, 

the content of sp3-C atoms will rapidly increase. Disordered carbon structures with high content 

of sp3-C atoms are considered as a tetrahedral amorphous carbon (ta-C) structure,2 which is very 

different from GNCFs. For the carbon films prepared by physical vapor depositions, it was 

reported that virtually no carbon coatings were found in a density range from 2.4 g·cm−3 to 2.7 

g·cm−3.3 The absence of intermediate densities may result from the relative instability of structures 

with intermediate sp2 fractions and the sharpness of the change from sp2-rich to sp3-rich structures.4 

And the density of graphite is approximately 2.2 g·cm−3, which is too low for modelling GNCFs 

that contain a-C structures. Therefore, based on our simulations and previous studies, a density of 

2.75 g·cm−3 is reasonable for modelling GNCFs. 
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Figure S1. Simulations of carbon nanostructures with different densities. (a) Carbon 

nanostructures with a density from 2.2 g·cm−3 to 3.2 g·cm−3 were modelled by a quenched MD 

method (77 K·ps−1). (b) sp3-C content as a function of the structure densities. Blue, gray, and cyan 

spheres correspond to sp-, sp2-, and sp3-C atoms, respectively. 

S2. Simulation Details of the Quenched Molecular Dynamics 

Figure S2 shows the modelling process of disordered carbon nanostructures with different 

crystallinities. First, a vacuum space with a length of 10 Å was created by deleting carbon atoms 

from the initial graphite structure (Figure S2a). Then, new carbon atoms were randomly added into 

the empty space until the density of the vacuum space is roughly 2.75 g·cm−3. Finally, the randomly 

generated carbon structures were heated to 8000 K and then quenched to 300 K using different 

quenching rates from 1x to 200x, where x equals 7.7 K·ps−1. During the quenching process, 

periodic boundary conditions were applied to the X and Y direction, and fixed boundary conditions 

were applied along the Z direction. Berendsen thermostat5 and microcanonical ensemble (NVE) 

integration were simultaneously applied to the carbon atoms to control the quench temperatures. 

The damp time of the Berendsen thermostat was 25 fs with a timestep of 0.25 fs. 



 S4 

 

Figure S2. Modeling process of disordered carbon structures with different crystallinities. (a) A 

supercell of graphite contains two regions, i.e., the lead region and resistive region. (b) First, some 

of atoms in the resistive region were deleted and (c) second, carbon atoms were randomly added 

to the empty space until the density reached at 2.75 g·cm−3. (d) Finally, with both ends fixed, the 

middle structures were quenched from 8000 K to 300 K using different quenching rates from 1x 

to 200x, where x equaled to 7.7 K·ps−1. 

S3. Convergence of K-points and Kinetic Energy Cutoff 

To obtain accurate results of DFT calculations, the k point sampling and the cutoff of 

wavefunctions should undergo convergence tests. In this work, we used the Monkhorst-Pack (MP) 

methods6 to get k points in the first Brillouin zone. To guarantee the density of k points is basically 

constant, the number of k points was chosen depending on the length of the supercell along each 

direction. Figure S3 shows the convergence tests of four different carbon structures, i.e., graphite 

(2.2 g·cm−3), medium-density a-C (2.75 g·cm−3), high-density a-C (3.2 g·cm−3) and diamond (3.5 

g·cm−3). The side lengths of the supercells are in a range of 7~9 Å, as shown in the first column of 
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Figure S3. The second column presents the average energy per atom as a function of kinetic energy 

cutoff of wavefunctions, denoted as 
wfc

cute . The kinetic energy cutoff for charge density was set as 

8 times of 
wfc

cute , i.e., 8rho wfc

cut cute e=  . The convergence tests for kinetic energy cutoff show that the 

average energy of all carbon structures is gradually stable when the 
wfc

cute  is beyond 45 Ry. 

Therefore, in DFT calculations, the kinetic energy cutoff for wavefunction and charge density were 

set at 50 Ry and 400 Ry, respectively. The last column of Figure S3 presents the convergence tests 

for k points. All the energy curves start to level off when the number of k-points for each side 

exceed 6. Based on these tests, the density of k-point sampling for the electronic transport and 

surface reactivity calculations could be determined to balance the efficiency and accuracy. 
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Figure S3. Kinetic energy cutoff and k-point density tests of four typical carbon structures, i.e., 

(a) graphite (2.2 g·cm−3), (b) medium-density a-C (2.75 g·cm−3), (c) high-density a-C (3.2 g·cm−3) 

and (d) diamond (3.5 g·cm−3).  

S4. Convergence of the Complex Band Structures 

Before calculating the electronic transmission, several parameters including the energy window 

for reduction of 2D plane wave basis set (denoted as Ewind), the accuracy of 2D basis set reduction 

(denoted as Epsproj) and the number of points in each slab for integrations (denoted as nz1) should 
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be carefully tested to converge the complex band structures. More details can be found in the 

original paper published by Choi and Ihm.7 Generally, a very accurate calculation can be 

performed with a large Ewind (e.g., 4.0 or 5.0) and a small Epsproj (e.g., 10−8 or 10−9), but these 

parameters may spend much computation time. To balance the accuracy and computation time, 

different parameter pairs of Ewind and Epsproj were tested, as shown in Figure S4. As the parameter 

pair varies from (1, 10−3) to (5, 10−8), the complex band structures showed no big different 

differences in most region of the complex plane. However, it was found that as the accuracy of the 

parameter pairs increased, the complex band structures around the Fermi level exhibited a 

convergent trend. The complex band structures obtained by using (5, 10−8) and (4, 10−6) were 

basically the same. Therefore, the Ewind and Epsproj were finally set at 4.0 and 10−6, respectively. 

For the parameter nz1, we used the default value 11, which was considered to be enough for most 

cases.  
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Figure S4. Convergence of complex band structures for transmission calculations. The parameter 

pair (Ewind, Epsproj) was finally set at (4, 10−6). 

S5. DFT-MD Simulations of the Chemical Reactivity 

Figure S5 presents the elementary structures of three types of carbon slabs to be adsorbed by 

environmental particles. First, these carbon slabs were obtained via DFT-MD simulations using 

Kohn–Sham theories for electronic self-consistent computations and BFGS quasi-newton 

algorithm for ion relaxations. For the electronic self-consistent step, the kinetic energy cutoff of 

wavefunctions and charge densities were 50 Ry and 400 Ry, respectively; the k-space integration 

was calculated on a 6×6×2 MP k grid. For the ion relaxation, the force convergence threshold was 

set at 0.01 eV·Å−1. Second, either two oxygen molecules, four fluorine atoms, or two water 

molecules were randomly placed at 1.5 ~2.5 Å above the carbon slabs. Due to the random additions, 

the energy of the whole systems may be far away from a local minimum. The whole systems then 

followed the DFT-MD simulation to reach a local minimum. The pseudopotential type for all 

elements was the projector augmented wave (PAW)8 with the exchange-correlation interaction 

described by the Perdew–Burke–Ernzerhof (PBE) generalized gradient approximation(GGA).9 

For each case, the DFT-MD simulations were repeated for three times with randomly new 

positions of adatoms. Meanwhile, for the a-C slabs, both the substrate structures and adatom 

positions were randomly changed for the repeated simulations to eliminate randomness. For all 

atomistic visualizations, we used a software OVITO. 10 
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Figure S5. Elementary structures for chemical reactivity simulations. In each 7.7 × 8.4 × 20 Å3 

supercell, a vacuum layer with a height of more than 8 Å was used to the add environmental 

particles, i.e., oxygen molecules, fluorine atoms and water molecules. The environmental particles 

were initially placed at approximately 1.5~2.5 Å higher than the carbon surfaces: (a) amorphous 

carbon surface, (b) graphite (002) surface and (c) graphite (100) surface. 
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