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Section 1: Experimental PEO details

Section 1a: Polydispersity of the PEO samples
Gel permeation chromatography (GPC) traces for PEO 36-mer and 59-mer were measured before they were 
spin-labeled. Both show narrow dispersity (Ð) indicating variations in end-to-end distances are likely not 
due to variations in molecular weight. The three smallest PEO samples (5-mer, 13-mer, and 25-mer) were 
purchased with known monomer counts and were small enough to not necessitate GPC analysis. 

PEO Sample Mw (g/mol) Mn (g/mol) Ð
36-mer 2850 ± 17.8% 2800 ± 17.9% 1.017
59-mer 4010 ± 18.1% 3950 ± 18.4% 1.015

Table S01. GPC-derived molecular weights for PEO 36-mer and 59-mer.

Figure S01. GPC traces for PEO 36-mer and 59-mer.
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Section 1b: MALDI characterization of PEO samples
Matrix-assisted laser desorption ionization mass spectrometry (MALDI-MS) was performed for PEO 36-
mer and 59-mer after they were spin-labeled. This was done on a Bruker Microflex LRF MALDI TOF mass 
spectrometer. Alpha-cyano matrix was prepared in 1:1 vol/vol HPLC-quality water and acetonitrile. Matrix-
sample mixtures were spotted onto a polished steel MALDI target plate. Mass spectra are the average of at 
least 500 points collected in positive reflectron mode. The peak molecular weight for PEO 36-mer is 2572 
g/mol and for PEO 59-mer is 3660 g/mol. The other fractions of polymer mass show a relatively narrow 
dispersity, in agreement with the GPC. 
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Figure S02. MALDI traces for spin-labeled PEO 36-mer (upper in red) and 59-mer (lower in green). The x-axis is 
mass/charge (m/z) and values can be interpreted as molecular weight (g/mol).
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Section 1c: Spin-labeling reaction 
The reaction scheme described in the Methods section is displayed in Figure S02. The NHS esters on each 
end of the PEO reacted with the primary amine on 4-amino-TEMPO, yielding a stable amide bond between 
PEO and TEMPO. The reaction was performed in tetrahydrofuran (THF) and catalyzed with triethylamine 
(TEA) and stirred at room temperature overnight. 

+
TEA, 
THF 

+
TEA, 
THF 

Figure S03: Spin-labeling reaction for PEO lengths is n= 5, 13, and 25 for the upper reaction, and n=36 and 59 for 
the lower reaction.
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Section 1d: PEO NMR Spectroscopic Data
NMR spectroscopic data was obtained for all five unlabeled PEO samples used in this study.

Figure S04: 1H NMR spectrum obtained for PEO 5-mer
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Figure S05: 1H NMR spectrum obtained for PEO 13-mer
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Figure S06: 1H NMR spectrum obtained for PEO 25-mer
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Figure S07: 1H NMR spectrum obtained for PEO 36-mer
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Figure S08: 1H NMR spectrum obtained for PEO 59-mer
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Section 2: DEER experimental limitations and analysis

Section 2a: DEER limitations at short distances 

There are several fundamental and instrumental limitations of the DEER technique at short (< 2 nm) 
distances. These limitations are discussed below.

1. Length of the pump pulse. The pump pulse excites a finite bandwidth of spins in the nitroxide 
spectrum. Throughout the duration of the pulse, different regions of the spectrum will be inverted 
at different times. If the length of the pump pulse exceeds the period of a dipolar oscillation, the 
oscillation will be partially averaged out and its corresponding distance will be suppressed in the 𝑃(

. This leads to a loss of information for high frequency dipolar oscillations, which correspond 𝑅𝑒𝑒)
to short distances. On the other hand, because the pump pulses in our experiments are chirp pulses 
(e.g. linear frequency sweep), increasing the length of the pulse results in more complete inversion 
and better modulation depth. Therefore, a compromise must be made between less suppression of 
short distances and higher signal to noise ratio. A detailed theoretical analysis on the effect of 
shaped pulses on the DEER signal, particularly for longer shaped pulses has not yet been performed 
and to date there is no general rule or experimental procedure to optimize it1. Typically, pulse 
durations shorter than a quarter of the principal dipolar evolution period are sufficient. For the 
experiments in this study, pump pulse lengths of 100 ns were selected. Thus, any dipolar oscillation 
four times this (400 ns) are observable. This corresponds to a frequency of 2.5 MHz and a rough 
distance of 2.75 nm. We expect that reported distances shorter than this are physical, but partially 
suppressed, so this limitation is only a rough estimate of the upper limit of dampening issues.

2. Limited pulse bandwidth. The DEER experiment utilizes two resonant microwave frequencies 
designated for the pump and observe spin populations of the nitroxide EPR spectrum. In the case 
of large dipolar couplings, the resonance field of the observe spins can be shifted outside the 
bandwidth of the observe pulses by applying the pump pulse. This is a major issue when the dipolar 
coupling is similar in magnitude to the bandwidth of the observe pulse. For dipolar coupling 
frequencies at the limit of the excitation bandwidth, it is possible to apply an excitation bandwidth 
correction to the kernel function that maps time domain signals from distance distributions. To 
obtain this correction, the entire pulse sequence must be accounted for in a density matrix 
simulation. Banham and coworkers applied this method to determine the correction to their 
analysis, however, this was applied for a DEER with rectangular “hard” pulses at X-band2. Our 
experiments apply shaped pulses at Q-band, thus a full density matrix simulation of the pump and 
observe pulse sequence averaged over the nitroxide spectrum would be necessary. As a first 
approximation, we simulated only the observe pulses and assumed the excitation bandwidth of the 
pump pulse is much greater than the excitation bandwidth of the observe pulses. For a 20 ns π/2 
pulse and 40 ns π pulse, this gives a bandwidth between 12 and 26 MHz for a refocused Hahn echo 
sequence. This makes the minimum observable distance between 1.3 and 1.6 nm. 

3. Breakdown of the assumption of weak dipolar coupling. The calculation of distances through the 
DEER experiment relies upon the assumption of point dipoles and weak dipolar coupling. Both 
assumptions begin to break down at short distances (< 1.5 nm)3,4. When spin centers approach 
smaller distances, they begin to experience through-space exchange coupling, which increases the 
modulation frequency and therefore gives artificially short distances in the DEER signal. This 
limitation is fundamental and unavoidable in DEER experiments. 

4. Sampling rate must exceed Nyquist criterion. For completeness, we mention the requirement that 
the sampling rate for alias-free signal processing must be twice per oscillation period, formally 
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called the Nyquist criterion. The experiments in this study were recorded with a sampling rate of 
16 ns per point, thus dipolar oscillations with a period of 32 ns or greater are captured. This 
corresponds to a frequency of 31.25 MHz and a distance of 1.18 nm. This distance is shorter than 
the limitations imposed by the previous three contributions, thus it is the least significant in DEER 
data collection and processing.
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Section 2b: DEER data analysis
All time domain DEER traces for spin labeled PEO are shown in Figure 2. The data was background 
corrected with a 3D background model and the resulting signal was transformed to a distance distribution, 

, by Tikhonov regularization with non-negativity constraint using the LongDistances software by 𝑃(𝑅𝑒𝑒)
Altenbach5. We did not use a parametrized model of the distance distribution (e.g., eqn. (3)) to directly fit 
the background-corrected DEER data because of uncertainty in the effect of probes and a lack of resolution 
at short distances. For distance distributions of PEO 5, 13, 25, and 36-mer, a smoothness (or regularization) 
parameter of 30 was used for the model-free analysis. For the PEO 59-mer a smoothness parameter of 100 
was used. This was decided by selecting the highest smoothness parameter that did not add significant 
additional distortions to the dipolar data fit. The error in  was estimated using the bootstrapping 𝑃(𝑅𝑒𝑒)
method available in the LongDistances software. The transformation applies a Tikhonov regularization to 
solve the ill-posed mathematical problem  where  is the dipolar signal in the time domain,  is the 𝑉 = 𝐾𝑃 𝑉 𝑃
distance distribution, and is the kernel matrix relating them.6,7 There exist other methods for solving this 𝐾 
problem, including maximum entropy regularization6, global Gaussian-based model fitting8, Srivastava–
Freed Truncated Singular Value Decomposition (SF-TSVD),9,10 the use of Bayesian statistical inversion 
approaches to determine uncertainty in ,11 as well as most recently, a global parameter-free 𝑃(𝑅𝑒𝑒)
distribution approach by DEERLab12. However, the Tikhonov regularization is the most widely used DEER 
data analysis approach to solve the inversion problem, and for data as presented here acquired with 
sufficiently long dipolar evolution time and high signal to noise ratio, a robust approach. Of note, the shape 
of  is distinctly non-Gaussian and does not obey any analytical functional form, reflective of the 𝑃(𝑅𝑒𝑒)
polymer physical property of PEO of various length as presented in this study, and hence some of the 
alternate approaches to finding solutions to  are less than ideal. However, e.g. SF-TSVD and 𝑃(𝑅𝑒𝑒)
DEERLab will readily yield the same solutions for  as Tikhonov regularization for data at hand in 𝑃(𝑅𝑒𝑒)
this study.
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Section 3: The GaFF2 force-field and 4-site OPC water model

The input structure to Gaussian ‘16 was generated using Avogadro and initially energy-minimized using 
the GAFF2 force field.13–15 The input structure then underwent a geometry optimization in Gaussian before 
the electrostatic potential (ESP) around the molecule was output. The discretized ESP was then used to 
perform RESP charge fitting using the antechamber software which is distributed with the AmberTools 
2016 package.16–18 To further investigate the effect of charging on the results, we also obtained a separate 
set of partial charges for the PEO monomers (no TEMPO groups) using the empirical AM1-BCC charge 
fitting procedure in antechamber.19,20

 

Section 3a: Charging the unlabeled PEO polymer

Charging for the unlabeled PEO was conducted by trying a series of PEO oligomers (1,3,5,7 and 9-mers) 
to assess how the charging on the center monomer evolved with chain length, Figure S09 right. It was 
observed that the charges on the central monomer plateaued by the 5-mer, Figure S10. Given that we did 
not consider varying confirmations effect on the charges (i.e. we only considered linear PEO chains), we 
believed any further refinement from going beyond the 5-mer would be insignificant as compared to 
changes from conformational effects (and/or solvation effects). Several different quantum calculations were 
conducted to assess how much the charges depended on the type of calculation, Figure S09 left; we chose 
to stick with the B3LYP/6-311++G** functional/basis set as prior work found this to produce good results 
for PEO in the melt.21 Our charging results also yielded very similar RESP charges to theirs, Figure S10 
open symbols. 

Figure S09: (left) The sensitivity of the fixed charges to the level of theory (first column) used to get the 
electrostatic potential around the molecule. The B3LYP/6-311++G** was conducted for two different sets of rings 
and points per angstrom2 on the surface of these rings; the results were seen to vary significantly between the two. 
The AM1-BCC charging gave similar charges to the HF/6-31G* calculation followed by RESP fitting, as would be 
expected as the semi-empirical AM1-BCC approach is designed to reproduce HF/6-31G* the electrostatic potential 
(ESP) around the molecule. The results in this paper used the B3LYP results for 7 rings around the molecule with 
a point density of 8 per angstrom2. These results are for a 5-mer (the charges have already converged at this length) 
tracking the charges on the center monomer. Also shown are the charges if using a self-consistent reaction field 
(SCRF with PCM and water as the solvent) approach to account for the solvent environment. In all cases, the 
inclusion of the solvent increased the polarization of the bonds in the molecule. (right) Image of the 5-mer and the 
central monomer that was followed for deriving charges on the polymer. 

Charges on the middle 
monomer were followed as a 

function of chain length.

-



S16

Figure S10: Convergence of the middle monomer fixed charged with chain length. (left) The AM1 charging 
scheme. (right) The B3LYP/6-311++G** functional and basis set were used for gas-phase calculations, followed 
by RESP fitting using the antechamber package. *Open symbols are from the work of Barbosa, et al.21

Since it is not practical to run quantum calculations on high molecular weight polymers, the charging 
scheme implemented here ran charging calculations on 5-mers and took the middle monomer set of charges. 
In the case of AM1-BCC charging, the whole polymer (including the two monomers on the ends, as the 
ends were not drastically different than the middle) received the middle charge; the values of the charges 
were slightly changed (order ) to ensure the monomer charges were neutral. In the case of the ~0.001
B3LYP charging scheme again the middle monomer RESP charges were used for the entire chain, except 
here, the two end monomers were not changed from the ends of the 5-mer. The charges used for the middle 
monomers are presented above in Figure S09 left and the values for the smaller PEO oligomers, below in 
Figure S11.
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PEO 1-mer  

PEO 2-mer

Left half, PEO 3-mer

Left half, PEO 4-mer

Left half, PEO 5-mer
Figure S11: Charges for the PEO oligomers from the B3LYP charging. The charges are symmetric around the 
molecule. The charges on the two end monomers for the 5-mer were kept on the longer PEO chains, while the 
middle monomer charges were fixed to the value reported in Figure S09 left.  
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Section 3b: Charging the spin probe labeled PEO

PEO (for >5mer)  

PEO 2-mer

Left Half, PEO 5-mer
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Short Linker + 4-Amino TEMPO, PEO 2-mer

Short Linker + 4-Amino TEMPO, PEO 5-mer
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Short Linker + 4-Amino TEMPO, PEO 13-mer and 25-mer

4-Amino TEMPO, PEO 36-mer and 59-mer

Figure S12: Charges for the PEO oligomers (between two TEMPO probes) from the B3LYP charging. The charges 
are symmetric around the molecule. For the 13-mer, 25-mer, 36-mer and 59-mer, the monomer charges were fixed 
to the value reported in Figure S09 left.  
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Section 3c: PEO solution densities

Below are the solution densities for a PEO 5mer across temperature and composition. Solution densities 
are one metric in analyzing the reliability of a force-field. We are considering in this work dilute PEO 
solutions, which is where the density data below agree well with experiment. However, as the PEO chain 
mole fraction increases, an increasing discrepancy between the experimental densities occurs. Importantly, 
at all charging schemes capture the temperature trend qualitatively and the two B3LYP charging schemes 
retain a pronounced maximum in the density profiles in reasonable agreement with the experimental data.

Figure S13: Density (g/mL) of PEO 5-mer aqueous solutions (OPC water model) at three different temperatures, 
298 (left), 323 (center) and 343K (right) at 1 atm. Two different sets of experimental data were taken from the 
literature for 298K, while there was only one set for 323 and 343K.22,23 
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Section 4: Molecular dynamics simulation protocol 
This section includes details for the molecular dynamics (MD) simulation protocol used. First, we needed 
to decide on the number of solvent molecules to add to ensure the polymers were well into the dilute regime. 
This was determined by using the empirical relationship between  and molecular weight from Devanand 𝑅𝑔
and Selser24: 

.𝑅𝑔 = 0.0222 × 𝑀𝑊[𝐷𝑎]0.5791[ = ]𝑛𝑚′𝑠
This gives an estimate for the size of the polymer, from which the overlap segment concentration can be 
estimated:

.𝜑 ∗ =
𝐸𝑂 𝑙𝑒𝑛𝑔𝑡ℎ

4𝜋𝑅3
𝑔

[ = ]𝑚𝑜𝑛𝑜𝑚𝑒𝑟𝑠/𝑣𝑜𝑙𝑢𝑚𝑒
The minimum box volume can now be determined as follows: 

.𝑉𝑚𝑖𝑛
𝑏𝑜𝑥 =   𝐸𝑂

𝑙𝑒𝑛𝑔𝑡ℎ

𝜑 ∗ [ = ]𝑛𝑚3

At this point, to ensure that the simulations are below  a “fudge factor” of 0.05 was chosen, thus the box 𝜑 ∗

volume would be: . The corresponding box side length would then be:𝑉𝑏𝑜𝑥 = 𝑉𝑚𝑖𝑛
𝑏𝑜𝑥/0.05

.𝐿𝑏𝑜𝑥 = 𝑉1/3
𝑏𝑜𝑥[ = ]𝑛𝑚′𝑠

For the shortest polymers the  lengths go below the cutoff for the pair potentials,  nm’s; thus, 𝐿𝑏𝑜𝑥 𝑟𝑐𝑢𝑡 = 1.0
a minimum  was chosen to be well above this (i.e. 3 nm’s for 1-mer and 5 nm’s for 2 through 9-mers). 𝐿𝑏𝑜𝑥
The number of waters required to get close to this volume were then determined from the density of water 
at room temperature and pressure (a dilute PEO molecule does not change the density significantly). 

The atomic coordinates were output every 10 picoseconds (ps) to ensure that the output frequency was 
below the correlation times for even the shortest PEO oligomers. While the output frequency could have 
been decreased for larger chains, we held it fixed throughout. Depending on the chain size, the annealing 
time was chosen loosely based on initial estimates for the end-to-end correlation times, see SI Section 07 
for details. The NVT annealing was then followed by an NPT cooldown and then a box-sizing run to get 
the average box volume. Then the production run was started from an NPT frame from the box sizing 
equilibration step that was within 0.001 of the average volume.

All thermodynamic and structural property averages were calculated using a custom Python statistics script 
to ensure samples were decorrelated; the results were also checked against the timeseries module of pymbar 
which yielded very similar results.   

B3LYP_Charging
mers nm seg/nm 3 nm 3 nm 3 nm nm mM M ps ns ns ns ns ns

EO length MW Rg (Devanand) [overlap] Box volume fudge factor 0.05 Box side length Length chosen # waters [PEG] [EO] Output Freq. Anneal, NVT Cooldown, NPT Boxsizing, NPT NVT,Total time Ree corr. time # corr. Times
1 46 0.204 28.193 0.04 0.71 0.89 3 900 61.50 0.06 10 5 5 9 100 0.00482 20747
2 90 0.301 17.570 0.11 2.28 1.32 5 4166 13.28 0.03 10 5 5 9 100 0.01257 7955
3 134 0.379 13.199 0.23 4.55 1.66 5 4166 13.28 0.04 10 5 5 9 100 0.02533 3948
4 178 0.446 10.746 0.37 7.44 1.95 5 4166 13.28 0.05 10 5 5 9 100 0.07198 1389
5 222 0.507 9.152 0.55 10.93 2.22 5 4166 13.28 0.07 10 5 5 9 100 0.1707 586
7 310 0.615 7.173 0.98 19.52 2.69 5 4166 13.28 0.09 10 10 5 9 200 0.34 588
9 398 0.711 5.975 1.51 30.13 3.11 5 4166 13.28 0.12 10 10 5 9 200 0.3233 619

13 574 0.879 4.568 2.85 56.92 3.85 6 7199 7.69 0.10 10 10 5 9 600 0.8409 714
19 838 1.094 3.460 5.49 109.83 4.79 6 7199 7.69 0.15 10 20 5 9 600 1.565 383
25 1102 1.283 2.829 8.84 176.75 5.61 8 17064 3.24 0.08 10 25 5 9 770 2.35 328
36 1586 1.584 2.164 16.64 332.71 6.93 9 24296 2.28 0.08 10 25 5 9 2080 4.28 486
59 2598 2.108 1.505 39.21 784.21 9.22 9 24296 2.28 0.13 10 25 5 9 1210 10.06 120

Simulations

Table S02: How an initial box size was picked to ensure the polymers were in the dilute regime and the simulation 
times for the various equilibration and production runs. For the B3LYP charged polymers. 
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AM1-BCC_Charging
mers nm seg/nm 3 nm 3 nm 3 nm nm mM M ps ns ns ns ns

EO length MW Rg (Devanand) [overlap] Box volume fudge factor 0.05 Box side length Length chosen # waters [PEG] [EO] Output Freq. Anneal, NVT Cooldown, NPT Boxsizing, NPT NVT,Total time
2 90 0.301 17.570 0.11 2.28 1.32 5 4166 13.28 0.03 10 5 5 9 100
3 134 0.379 13.199 0.23 4.55 1.66 5 4166 13.28 0.04 10 5 5 9 100
4 178 0.446 10.746 0.37 7.44 1.95 5 4166 13.28 0.05 10 5 5 9 100
5 222 0.507 9.152 0.55 10.93 2.22 5 4166 13.28 0.07 10 5 5 9 100

13 574 0.879 4.568 2.85 56.92 3.85 6 7199 7.69 0.10 10 10 5 9 300
25 1102 1.283 2.829 8.84 176.75 5.61 8 17064 3.24 0.08 10 25 5 9 450
36 1586 1.584 2.164 16.64 332.71 6.93 9 24296 2.28 0.08 10 25 5 9 600

Simulations

Table S03: How an initial box size was picked to ensure the polymers were in the dilute regime and the simulation 
times for the various equilibration and production runs. For the AM1-BCC charged polymers.

wTEMPO
p29_dihedral
B3LYP_Charging

mers nm seg/nm 3 nm 3 nm 3 nm nm mM M ps ns ns ns ns
EO length MW Rg (Devanand) [overlap] Box volume fudge factor 0.05 Box side length Length chosen # waters [PEG] [EO] Output Freq. Anneal, NVT Cooldown, NPT Boxsizing, NPT NVT,Total time

2 90 0.301 17.570 0.11 2.28 1.32 5 4166 13.28 0.03 10 5 5 9 1100
5 222 0.507 9.152 0.55 10.93 2.22 5 4166 13.28 0.07 10 5 5 9 1100

13 574 0.879 4.568 2.85 56.92 3.85 6 7199 7.69 0.10 10 10 5 9 850
25 1102 1.283 2.829 8.84 176.75 5.61 8 17064 3.24 0.08 10 25 5 9 960
36 1586 1.584 2.164 16.64 332.71 6.93 9 24296 2.28 0.08 10 25 5 9 850
59 2598 2.108 1.505 39.21 784.21 9.22 9 24296 2.28 0.13 10 25 5 9 850

Simulations

Table S04: How an initial box size was picked to ensure the polymers were in the dilute regime and the simulation 
times for the various equilibration and production runs. For the B3LYP charged polymers with spin labels.
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Section 5: Convergence of labeled to unlabeled PEO  values𝑅𝑒𝑒

Figure S14: The rate of convergence of spin labeled PEO to unlabeled values as captured by the fractional error 
between MD without spin labels, , to both labeled, , DEER measurements and MD simulations. 𝑅𝑒𝑒 𝑅𝑇𝐸𝑀𝑃𝑂

𝑒𝑒

Fractional error defined as: .  The convergence appears to agree with the prediction by (𝑅𝑇𝐸𝑀𝑃𝑂
𝑒𝑒 ― 𝑅𝑒𝑒)/𝑅𝑒𝑒

Jacobson-Stockmayer (JS) theory ( , JS scaling for Gaussian chain light grey line), though would be ~𝑀𝑊 ―3/2

expected to converge quicker for excluded volume chains. In this work, due to experimental constraints, the largest 
to TEMPO labeled chains (the 36- and 59-mers) have linkers that are longer, which leads to the blip in both the 
MD w/TEMPO and DEER data most notable at the 36-mer (1600 Da). Error bars are  standard error.± 1

The exponent for excluded volume chains, , is expected to be larger than the , since excluded volume 𝜏 3 2
interactions further penalize closer separations decreasing the probability of short separations.
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Section 6: Spin-probe Aggregation
Comparison between the ’s from the spin labeled and unlabeled MD simulations. The ’s were 𝑃𝑒𝑒 𝑅𝑒𝑒
calculated from the last carbon of the PEO chains for both the labeled and unlabeled simulations, not from 
the TEMPO radical. 

ln (𝑃𝑢𝑛𝑙𝑎𝑏𝑒𝑙𝑒𝑑
𝑒𝑒

𝑃𝑙𝑎𝑏𝑒𝑙𝑒𝑑
𝑒𝑒

) = ―𝛽𝑈𝑢𝑛𝑙𝑎𝑏𝑒𝑙𝑒𝑑 + 𝛽𝑈𝑙𝑎𝑏𝑒𝑙𝑒𝑑 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

ln (𝑃𝑢𝑛𝑙𝑎𝑏𝑒𝑙𝑒𝑑
𝑒𝑒

𝑃𝑙𝑎𝑏𝑒𝑙𝑒𝑑
𝑒𝑒

) = ∆𝛽𝑈 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

 

2mer

5mer

13mer
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Figure S15: The , left panels, between the unlabeled and labeled chains calculated from the logarithm of the ratio of the ∆𝑈
’s, right panels. The data is for the 2, 5, 13, 25, 36 and 59mer in descending order. The aggregation energy scale is roughly 𝑃𝑒𝑒

consistent between all chains with a depth on the order of . The error bars are +/- 1 std. dev. ~0.7𝑘𝑏𝑇

59mer

36mer

25mer
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Section 7: 

Section 7a:  average values compared to other literature models𝑅𝑒𝑒

Figure S16:  values from this work compared to a variety of proposed PEO models in the literature.25–27 The 𝑅𝑒𝑒
PEO model used in this work – with B3LYP charging, not AM1 – compares structurally quite favorably to the other 
models, though the modified-TraPPE (Fischer et al. reparametrized the original dihedral potential to new ab-initio 
data)25 force-field does a good job as well. 
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Section 7b:  and  data from scattering experiments𝑅𝑒𝑒 𝑅𝑔

Index MW Rg Ree Source Method Index MW Rg Ree Source Method
1 173000 22.1 55.17 A LS 23 16000 5.4 13.50 D N
2 348000 32.6 81.39 A LS 24 35000 7.3 18.25 D N
3 538000 41.4 103.38 A LS 25 10000 4.0 10.00 D N
4 611000 50.2 125.50 A LS 26 20000 6.1 15.25 D N
5 868000 53.0 132.52 A LS 27 30000 7.5 18.75 D N
6 882000 56.6 141.42 A LS 28 167000 23.0 57.50 E LS
7 2260000 96.3 240.70 A LS 29 216000 26.0 65.00 E LS
8 4460000 150.3 375.83 A LS 30 331000 28.0 70.00 E LS
9 11000000 380.8 951.97 A LS 31 497000 37.0 92.50 E LS
10 252000 30.4 76.00 B LS 32 572000 41.0 102.50 E LS
11 570000 50.8 127.00 B LS 33 21000 4.6 11.5 F N
12 594000 48.3 120.75 B LS 34 153000 20.0 50.0 F N
13 838000 59.4 148.50 B LS 35 248000 14.8 37.0 F N
14 860000 61.5 153.75 B LS 36 2000 1.4 3.4 G N
15 996000 69.8 174.50 B LS 37 4000 2.2 5.4 G N
16 25000 6.5 16.25 C LS 38 8000 2.6 6.5 G N
17 40000 10.0 25.00 C LS 39 5000 3.1 7.8 D N
18 73000 13.5 33.75 C LS 40 400 0.6 1.5 H* N
19 150000 19.1 47.75 C LS 41 1000 0.9 2.1 H* N
20 280000 29.4 73.50 C LS 42 1560 1.6 4.0 F N
21 660000 45.5 113.75 C LS 43 3000 2.20 5.5 I N
22 1290000 63.6 159.00 C LS 44 5000 2.42 6.1 I N

Index MW Rg Ree Source Method Index MW Rg Ree Source Method
1 173000 22.1 55.17 A LS 23 16000 5.4 13.50 D N
2 348000 32.6 81.39 A LS 24 35000 7.3 18.25 D N
3 538000 41.4 103.38 A LS 25 10000 4.0 10.00 D N
4 611000 50.2 125.50 A LS 26 20000 6.1 15.25 D N
5 868000 53.0 132.52 A LS 27 30000 7.5 18.75 D N
6 882000 56.6 141.42 A LS 28 167000 23.0 57.50 E LS
7 2260000 96.3 240.70 A LS 29 216000 26.0 65.00 E LS
8 4460000 150.3 375.83 A LS 30 331000 28.0 70.00 E LS
9 11000000 380.8 951.97 A LS 31 497000 37.0 92.50 E LS
10 252000 30.4 76.00 B LS 32 572000 41.0 102.50 E LS
11 570000 50.8 127.00 B LS 33 21000 4.6 11.5 F N
12 594000 48.3 120.75 B LS 34 153000 20.0 50.0 F N
13 838000 59.4 148.50 B LS 35 248000 14.8 37.0 F N
14 860000 61.5 153.75 B LS 36 2000 1.4 3.4 G N
15 996000 69.8 174.50 B LS 37 4000 2.2 5.4 G N
16 25000 6.5 16.25 C LS 38 8000 2.6 6.5 G N
17 40000 10.0 25.00 C LS 39 5000 3.1 7.8 D N
18 73000 13.5 33.75 C LS 40 400 0.6 1.5 H* N
19 150000 19.1 47.75 C LS 41 1000 0.9 2.1 H* N
20 280000 29.4 73.50 C LS 42 1560 1.6 4.0 F N
21 660000 45.5 113.75 C LS 43 3000 2.20 5.5 I N
22 1290000 63.6 159.00 C LS 44 5000 2.42 6.1 I N

Table S05:  values compiled from the literature measured using either light (LS) or neutron (N) scattering. The 𝑅𝑔
corresponding  values were calculated from  using the relation the asymptotically valid, excluded volume 𝑅𝑒𝑒 𝑅𝑔
relation: . The data above a molecular weight of kDa (  was collective fit to the asymptotic 𝑅𝑒𝑒 = 2.5𝑅𝑔 10 𝑛 = 35)
power law relation: . The exponent was fixed to 0.588, corresponding to the excluded volume regime, 𝑅𝑔 = 𝑎(𝑀𝑊)𝑣

and the chemistry dependent pre-factor was fit to the data, . An excellent fit was achieved – 𝑎 = 0.047(4)/ 6.25
see solid, grey line of Figure 4 in the main text. Sources are (Temperature): A28 (25C), B24 (30C), C29 (25C), D30 
(25C), E31 (25C), F32 (60C),  G33 (22C), H34,35(37C), I36. (*)  values were averaged from the two papers associated 𝑅𝑔
with source H, entries 40 and 41. 
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Section 7c:  Correlation Times𝑅𝑒𝑒

Figure S17: The end-to-end correlation times from the unlabeled PEO, MD simulations. Both the B3LYP 4 and 
AM1 charged chains’  correlation times crossover to Zimm scaling with increasing molecular weight.37 The 𝑅𝑒𝑒
59mer, the longest chain studied, had   correlation times. ~100 𝑅𝑒𝑒
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Section 8:  values 𝑅𝑔

Section 8a:  values compared to light scattering data𝑅𝑔

While the DEER spectroscopy technique measures  directly and subsequently any higher moments of 𝑃𝑒𝑒
the distribution (i.e. ensembled average ), traditional scattering techniques measure  (pursuant a 𝑅𝑒𝑒 𝑅𝑔
scattering model). To compare literature  values to our  values, we used the asymptotic relation 𝑅𝑔 𝑅𝑒𝑒

between  and :  (the pre-factor of 6.25 is for an excluded volume chain, the 𝑅𝑒𝑒 𝑅𝑔 𝑅2
𝑒𝑒 = 6.25𝑅2

𝑔
proportionality factor for a Gaussian chain is 6). We present  vs. molecular weight results for the 𝑅𝑔
simulations used in this work below; here again, agreement is not only qualitative, but quantitative in the 
case of the B3LYP charged polymer once the excluded volume regime is reached (i.e. once the polymer 
grows beyond its thermal blob size). 

Figure S18:  scaling from MD simulations compared to prior literature data from various scattering experiments 𝑅𝑔
(light and neutron), sources in SI Section 6b. Note the crossover to excluded volume scaling: . The 𝑅𝑔~𝑀𝑊0.588

solid, grey line is a power-law fit to the relation for excluded volume scaling, , where the exponent was 𝑅𝑔 = 𝑎𝑀𝑊𝑣

fixed to the best available prediction, , while the pre-factor, , was fit to the compiled  values from the 𝑣~0.588 𝑎 𝑅𝑔
literature from high-molecular weight ( ) scattering experiments (sample size, ). Left. Log-log > 10 𝑘𝐷𝑎 𝑛 = 35
plot of the  averages covering the entire range of available data; until now, there has been a considerable lack of 𝑅𝑔
reliable data in the low-molecular weight regime ( ). Right. Linear plot of the data focusing in on the < 3000 𝑘𝐷𝑎
low-molecular weight regime, simulations of the labeled and unlabeled PEO chains begin to overlap as the 
molecular weight of the polymer grows. Simulation results for assigning fixed-charges using the a semi-empirical, 
quantum calculation, AM1-BCC (AM1), are also shown, black triangles. +/- 1 standard error is shown for the  𝑅𝑔
simulation values.
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Section 8b:  values compared to other PEO literature models𝑅𝑔

Figure S19:  values from this work compared to a variety of proposed PEO models in the literature.25–27,38 The 𝑅𝑔
PEO model used in this work – B3LYP charging – compares structurally quite favorably with the existing 
experimental data. The AM1 charged model and most of the other force-fields, even the modified-TraPPE force 
field, seem to be underpredicting . 𝑅𝑔
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Section 9:  vs. molecular weight fits𝑅𝑒𝑒

Figure S20:  values from this work fit to the functional form:  using least-squares regression with 𝑅𝑒𝑒 𝑅𝑒𝑒 = 𝑎𝑀𝑊𝑣

instrumental error weighting of the fit data:  where  is the error associated with the data point; both the 1 𝜎2
𝑖 𝜎2

𝑖
chemistry and solvent dependent parameters were allowed to float during fitting. (A) Fit of the B3LYP-4 charged 
model for chains at or above a MW 574 Da ( , . (B) Fit of the AM1-BCC charged model for 𝑛 = 5) 𝑣 = 0.62 ± 0.01
chains at or above a MW 574 Da ( , . (C) Refit of the B3LYP-4 charged model for chains at 𝑛 = 3) 𝑣 = 0.55 ± 0.03
or above a MW 1100 Da ( , . Future studies could extend this work to chains of higher 𝑛 = 3) 𝑣 = 0.657 ± 0.015
molecular weight to provide increased confidence in the different scaling exponents.

A B

C
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Section 10: PEO persistence length and characteristic ratio from simulation

Figure S21: (Left) The persistence length of PEO, , calculated from the monomer-monomer bond-vector 𝑙𝑝
(between oxygens on the backbone), correlation function. Shaded regions are standard error calculated from ± 1 
chains Da; y-bars are  standard deviation. Results are shown for two different GaFF2 charging schemes, > 500 ± 1
B3LYP 4 and AM1, see SI Section 3b for details. Comparison to the available literature data are good. There is 
some uncertainty for the best estimate of the persistence length due to experimental biases from the force applied, 
though these single-molecule force spectroscopy measurements are believed to be more accurate than the prior 
literature value of 0.37 nm’s from force-temperature measurements on bulk PEO melts.37,39,40 (Right) The 
characteristic ratio, , where  is the number of physical bonds and  is the average of the squares of 𝐶𝑛 = 〈𝑅2

𝑒𝑒〉 𝑛𝑙2 𝑛 𝑙2

the bond lengths in PEO (  nm). The dashed line denotes  for PEO (6.7),37 while the online Polymer 𝑙 = 0.147 𝐶∞
Properties Database records a composite value of 6.9.    
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Section 11: Radial distribution functions and water hydration

Figure S22: Simulated radial-distribution functions between the oxygen on the PEO backbone, , and the 𝑂𝑒𝑜
hydrogens on water,  (left), and water oxygen,  (right), for the two charge parameterizations of the atomistic 𝐻𝑤 𝑂𝑤
force-field, B3LYP 4 solid lines and AM1 dashed lines. The first peak represents strong hydrogen bonding of the 
water molecules to the ether backbone of PEO and gives rise to PEO’s unique water solubility and phase behavior 
(i.e. LCST and UCST behavior). Interestingly, the degree of hydrogen bonding and qualitative trend of hydrogen 
bonding with chain length is very sensitive to the charging scheme. In the case of the B3LYP 4, more highly charged 
oxygen, the hydrogen bonding strengthens with chain length. While for the less high charged, AM1, oxygen, the 
hydrogen bonding is much weaker and decreases slightly with increasing molecular weight. This is partially 
attributable to the fact that the B3LYP 4 chains have variably charged end groups, while the AM1 chains are charged 
the same throughout the chain, see SI Section 2. The end effect for the B3LYP 4 chains decreases with increasing 
chain length. However, there may still be some additional increased hydrogen bonding for increasing chain length, 
due to the increasing conformational landscape of the polymer chain that could assume conformations more suited 
to hydrogen bonding with water.

The signature of a weaker hydrogen bond with the AM1 charges is readily seen in the intensities of the 
ether-water radial distributions functions (RDF), with the first peak in the  RDF decreasing nearly 𝑂𝑒𝑜 ― 𝐻𝑤
two-fold, see SI Section 11. The poorer solvent quality for the less polar, AM1 PEO is reflected in a smaller, 
fitted scaling exponent: , Figure S20 B.   𝑣 = 0.55 ± 0.03
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Figure S23: The number of water oxygens ( ) or hydrogens ( ) per EO monomer as a function of chain length 𝑂𝑤 𝐻𝑤
(  monomers) for both PEO molecules with fixed charges from B3LYP-4 (closed symbols) and AM1 (open #
symbols). A distance criterion is used to count the number of  and  within the first hydration shell of PEO 𝑂𝑊 𝐻𝑤
and near . The distance cutoffs for  and  are 3.2 and 2.5 Angstroms, respectively; these are 𝑂𝐸𝑂 𝑂𝑤 ― 𝑂𝐸𝑂 𝐻𝑤 ― 𝑂𝐸𝑂
typical of values used in the literature and correspond to the minimum past the first peak in the radial distribution 
functions for  and . Notably, there are fewer waters near the PEO chains for the less polar AM1 𝑂𝑤 ― 𝑂𝐸𝑂 𝐻𝑤 ― 𝑂𝐸𝑂
charged molecules.    

AM1

B3LYP-4
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Section 12: 1,2-dimethoxyethane dihedral populations and helicity

Figure S24: Dihedral confirmer populations for 1,2-dimethoxyethane (PEO 2-mer) for this work (outlined in red) 
compared to experimental Raman data and other PEO force-fields. Literature simulation data is neat  at 298K 𝐸𝑂2
and atmospheric pressure.25 Raman 141 and Raman 2 are data for neat ,42 and Raman 3 is data for  in water 𝐸𝑂2 𝐸𝑂2
at a mole fraction of 0.02.42 All experimental data collected near room temperature, 298-300K, and at atmospheric 
pressure.  

We calculate and analyze dihedral sequences in chains beyond a PEO 2-mer (SI Section 12) and report the 
number of dihedral angles involved in trans-gauche-trans (tgt) sequences along the chain backbone as a 
function of molecular weight and charge assignment. For example, -tgttgttggggttt- involves 14 unique 
dihedrals. Of these 14 only 11 of them are involved in sequences consistent with -tgt- patterning, which are 
found patterned in two sets: one with 8 (tgttgttg) and one with 3 (gtt). Of these two sets, one has 6 distinct 
sets of tri-dihedrals ( ) and the other 1 ( ). The total number of sets of tri-dihedrals in this sequence 𝑙 = 6 𝑙 = 1
is 12 with only 7 patterned in sequences of interests ( , ). Only -tgt- sequences with 𝑛 = 7 𝑓 = 7/12 = 0.583
the gauche conformation around the C-C bond are counted, and do not distinguish the two degenerate 
gauche conformations around the C-C bond. We present the average  ( ), , and  below as a function 𝑛 𝑛𝑎𝑣𝑔 𝑓 𝑙
of chain length and for both B3LYP4 and AM1 charging.   

Figure S25: (left) The average number of tri-dihedral sequences ( ) consistent with a -tgt- sequence along the 𝑛𝑎𝑣𝑔
PEO backbone chain, and the fraction ( ) of all tri-dihedral sequences that are consistent with a -tgt- patterning 𝑓
(B3LYP and AM1 denoted by square and circle symbols, respectively). The lines without symbols are calculated 
from generating random dihedral patterns for the same number of monomers. (right) The average number of tri-
dihedral patterns comprising a sequence with the bars denoting  standard deviation. Again, the average length ± 1
of tri-dihedral patterns is also presented for polymers of varying length with random dihedrals to serve as a baseline.    

neat

aqueous
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Section 13:  𝛼

Figure S26: The , , value of PEO calculated from the MD simulations. (right) The x-axis scaled by 𝛼 〈𝑅2
𝑒𝑒〉/〈𝑅2

𝑔〉
the molecular weight corresponding to a Kuhn segment. The error bars represent  standard error; note the error ± 1
in both  and  is compounded in the calculation of  leading to larger error bars. 𝑅𝑒𝑒 𝑅𝑔 𝛼
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Section 14: Scaled distribution moments

In addition to the second and third moments, we report the fourth moment here as well. Most important is 
that the DEER data can detect the increasing importance of the tails between chains of varying length, even 
if information about possible probe aggregation is missing. As expected, the MD data for the labeled chains 
has a peak at the 13mer, the tipping point between which the end aggregation beings to decrease rapidly 
with increasing molecular weight. 

Figure S27: The second, third and fourth moments of the scaled, end-to-end distance probability distributions in 
Figure 4. The solid and dashed lines are the moments numerically calculated from the universal distributions for 
excluded volume, e.v., and ideal chains, respectively. Error bars are +/- 1 standard deviation. 
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