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Coarse grained beads in the SOP-IDP model

Table S1: Radii and charges of beads in the two bead per residue coarse-grained representa-
tion.1,2 a Used as modifiable parameter in supplementary information section Context-specific
alterations within the scope of the model.

bead type description vdW radius (Å) charge (e)
Cα backbone bead 1.90 0.0
Gly single-bead Glycine 2.25 0.0
Val Valine side-chain 2.93 0.0
Pro Proline side-chain 2.78 0.0
Leu Leucine side-chain 3.09 0.0
Ile Isoleucine side-chain 3.09 0.0
Met Methionine side-chain 3.09 0.0
Ala Alanine side-chain 2.52a 0.0
Phe Phenylalanine side-chain 3.18 0.0
Tyr Tyrosine side-chain 3.23 0.0
Trp Tryptophan side-chain 3.39 0.0
His Histidine side-chain 3.04 0.0 / 1.0
Arg Arginine side-chain 3.28 1.0
Lys Lysine side-chain 3.18 1.0
Asp Aspartic acid side-chain 2.79 -1.0
Glu Glutamic acid side-chain 2.96 -1.0
Ser Serine side-chain 2.59 0.0
Thr Threonine side-chain 2.81 0.0
Asn Asparagine side-chain 2.84 0.0
Gln Glutamine side-chain 3.01 0.0
Cys Cysteine side-chain 2.74 0.0
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Numerical values of parameters in the energy function

Table S2: Numerical values of parameters in the energy function (equation 1 in main
manuscript). a Related to εss through εSS = ε0SS |εi − 0.7|, where εi is obtained from the
knowledge-based Betancourt-Thirumalai statistical potential.4 b See Table S3 for numerical
values as a function of temperature.

parameter description value

k energy scale of FENE bond 20.0 kcal mol−1Å−2

R0 tolerance in FENE bond fluctuations 2.0 Å
εloc energy scale of local r−6 repulsion 1.0 kcal mol−1
εBB LJ interaction well depth 0.1186 kcal mol−1
εBS LJ interaction well depth 0.2372 kcal mol−1
ε0ss LJ interaction well depth a 0.1779 kcal mol−1
ε dielectric constant temperature dependent b , from reference3
κ inverse Debye screening length temperature and salt concentration dependent b

Table S3: Numerical values of dielectric constant (ε) and Debye screening length (κ−1) at
select simulation temperatures (T ). Values for ε are obtained from published reference.3

For monovalent salt solutions, κ−1 =
(

εε0kBT
2×103e2NAC

)1/2
, where ε0 is the permittivity of free

space, e is electronic charge, NA is Avogadro number, and C is molar concentration of salt.
Specific values for simulations at given temperatures were calculated using an online tool5
for a simulated salt concentration of 0.15 M.

T / K ε κ−1 / Å
288 81.95 7.89
293 80.10 7.87
298 78.30 7.84
303 76.55 7.82
308 74.83 7.79
313 73.15 7.77
318 71.51 7.74
323 69.91 7.72
328 68.35 7.69
333 66.82 7.66
338 65.32 7.63
343 63.86 7.60
348 62.43 7.57
353 61.03 7.54
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Derivation of functional form of ε(T ) using square-well po-

tential

Let us consider a square-well pair potential defined by

V (r) = ∞ ; r < σ

−ε ;σ ≤ r ≤ (σ + lσ)

0 ; r > (σ + lσ). (S1)

The second virial coefficient is then defined as

B2 = −2π

∫ ∞
0

[
e−βV (r) − 1

]
r2dr

= −2π

[
−
∫ σ

0

r2dr +

∫ σ+lσ

σ

(
eβε − 1

)
r2dr

]
= B0

2σ
3 − f(l)σ3

(
eβε − 1

)
, (S2)

whence
B2

σ3
= B0

2 − f(l)
(
eβε − 1

)
. (S3)

Comparing with equation (2) in the main manuscript, and incorporating constant coefficients

as well as f(l) into prefactors c and d, we find the form

eβε = 1 + cT + dT 2

or,

ε = kBT ln
[
1 + cT + dT 2

]
, (S4)

which is the functional form for ε(T ) expressed in equation (4) of the main manuscript.
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Estimation of model parameters

As described in eq 4 of the main manuscript, and in eqs S1 - S4 above, our final form for the

temperature-dependent well depth between pairwise hydrophobic beads i and j follows

εij(T ) = kBT ln
[
1 + c(T − T ij0 ) + d(T − T ij0 )2

]
. (S5)

Even though we envisage that c and d should be universal, a brute-force search for optimal

parameters c, d, and all T ij0 is out of our computational reach. Instead, we adopt an effi-

cient, albeit somewhat phenomenological methodology to estimate the values of the model

parameters which is described below.

As discussed in the main manuscript, the dimensionless second virial coefficient B2(T )/σ3

of hydrophobic pair potentials U(r, T ) between two monomers is negative and a decreasing

function of temperature.6,7 For a thermosensitive polymer, it was observed that B2 is simply

linear in T over a sufficiently large temperature interval (ca. 30 K) covering the transition

temperature (Tc).8 It is thus expected that the simple linear form

B2(T )/σ3 = a0 − a1T , (S6)

and the temperature dependence of ε(T ) derived based on it, should be able to reproduce

LCST transitions in hydrophobic polymers. Under this simplified scenario eq S4 simplifies

to ε = kBT ln [1 + c1T ], and we can write eq S5 as

εij(T ) ≈ kBT ln
[
1 + c1(T − T ij0 )

]
. (S7)

Here, we have added a subscript to c (c1) to distinguish its value from the parameter value

corresponding to a second order expansion. While the simplified functional form is unable

to reproduce the reduction of strength of hydrophobic attraction at T � Tc through con-

struction, we indeed observe that c1 can be parameterized to reproduce the LCST transition
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in (VPGVG)n ELPs.

Moghaddam and coworkers reported the potential of mean force (PMF) between a methane

molecule and a methane dimer from explicit water simulations as a function of temperature.9

We digitally extracted the global (contact) minima of the PMF profiles (see Figure 3 in ref-

erence9) and used the temperature-dependent values as estimates for ε(T ). Following this,

we fit the functional form of eq S7 to obtain an initial order-of-magnitude estimation for c1.

The fit, which resulted in c1 ≈ 0.04 K−1, is shown in Figure S1.
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Figure S1: Order-of-magnitude estimation of c1 in eq S7. The black dots represent global minima of the
PMF profiles between a methane molecule and a methane dimer reported by Moghaddam and coworkers,9

digitally extracted by us using online tool.10 From the fitted line (blue), c1 ≈ 0.04 K−1 with T0 ≈ 116 K.

Following this initial estimate, we varied c1 in the range 0.01 K−1 ≤ c1 ≤ 0.04 K−1 and

simulated the two ELP sequences (VPGVG)60 and (VPGVG)90 over a temperature range

encompassing their respective experimental Tc values. To obtain T V V0 , T V P0 and T PP0 , the

reference temperatures for the temperature-dependent pairwise interactions, we used eq 5

in the main manuscript (with c replaced by c1). We observed that for c1 = 0.025 K−1, the

experimental Tc for both sequences can be reproduced to within (1 to 2) K. The results for

selected c1 values are shown in Figure S2.

It is important to note that even though the LCST can be captured by the functional form

in eq S7, arising from a linear form of B2(T )/σ3 (eq S6), it suffers from the limitation that it
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Figure S2: Fraction of collapsed globule-like conformations (Pg(T ), eq 8 in main manuscript) as a function
of temperature for (VPGVG)90 (left) and (VPGVG)60 (right) for varying c1 (eq S7, units of K−1). The
dotted horizontal lines show Pg(T ) = 0.5 and the dotted vertical lines show the experimental Tc values (see
main manuscript).11 The results for for c1 = 0.025 K−1 show that LCST transitions in (VPGVG)n ELPs
can be reproduced by a functional form such as eq S7, which is a simplified version of the functional form of
ε(T ) used by us (eq S5, eq 4 in main manuscript).

can not capture the decreases in strength of hydrophobic interactions at higher temperatures.

Accordingly, we next parameterized the full functional form of ε(T ) (eq S5, eq 4 of main

manuscript) which considers a second order (quadratic in T) form of B2(T )/σ3. For this,

we adopted a phenomenological approach, instead of a parameter search through a large

number of simulations.

Given the simultaneous reproduction of the experimental Tc for (VPGVG)90 (310 K) and

(VPGVG)60 (317 K), we consider that ε(T ) between hydrophobic residues in (VPGVG)n,

specifically Val-Val, Val-Pro and Pro-Pro, is reasonably approximated at temperatures T =

310 K and T = 317 K by eq S7, with c1 = 0.025 K−1. These values in units of kcal/mol are

εV V = 0.376, εV P = 0.277, and εPP = 0.276 at T = 310 K, and εV V = 0.442, εV P = 0.350,

and εPP = 0.349 at T = 310 K respectively. Subsequently, we enumerate εV V (T ), εV P (T )

and εPP (T ) using the full functional form given by eq S5 for different choices of c and d.

To always have real values of εij(T ), we make an additional approximation, and drop the

quadratic term in evaluating T ij0 (eq 5 in main manuscript). In the process, we filter out

combinations of c and d which satisfy the conditions stated below.

• |c| � |d|, c > 0 and d < 0 to account for increase in hydrophobicity with T , followed
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Figure S3: Rational estimation of possible ranges in c and d using conditions described in the text (eq S5).
Units for c and d are K−1 and K−2 respectively. Black circles with erorbars show ±10% spread in εV V , εV P ,
and εPP values at T = 310 K and T = 317 K respectively, obtained using eq S7 with c1 = 0.025 K−1. The
final parameter set is shown using solid blue lines. The dashed lines show several extreme combinations of
c and d, at and beyond which at least one of the conditions listed in the text are not satisfied.

by decrease. In fact, as the quadratic term d(T −T ij0 )2 compensates for the increase in

ε(T ) arising from c(T −T ij0 ), we only have to consider values of c that are greater than

c1 (= 0.025 K−1). We varied c in the range 0.025 K−1 ≤ c ≤ 0.045 K−1 in intervals of

0.005 K−1.

• At T = 310 K and T = 317 K, εV V , εV P , and εPP values are found to be within ±10%

of the values quoted above.

• The maxima of εV V , εV P , and εPP are found to be within the wide temperature range

of 320 K and 380 K. This condition is justified by observations from Marx et al.12 who

reported unfolding regimes in ELPs for T ≥ 333 K, and is consistent with theory of

hydrophobic solvation.13

As shown in Figure S3, these conditions help to greatly limit the possible combinations of

c and d. The figure highlights, shown using dashed lines, the allowed ranges in d for three

values of c. The chosen values of c lie across the final parameterized value of c = 0.04

K−1. Additionally, it can be clearly seen that the quadratic term d(T − T ij0 )2 with the

condition c � |d| has only marginal influence on ε(T ) at T = 298 K. This justifies the

approximate equation used to evaluate T ij0 (eq 5 of main manuscript), where this quadratic

term is neglected at T = 298 K. Following the identification of the limiting parameter ranges,
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simulations were performed for (VPGVG)90 and (VPGVG)60, and the final parameter set c =

0.04 K−1 and d = -0.00037 K−2 was chosen via the simultaneous reproduction of experimental

Tc values in a manner similar to described above in Figure S2. The good agreement in Tc

within 1 to 2 K for the final parameter set has been highlighted in the main manuscript in

Figure 4.

Pair specific T0 values

Table S4: Temperature-dependent, hydrophobic amino-acid pair-specific LJ interaction well
depths (ε(T ), eg. Figure S4) are calculated using listed T0 values and equation 4 in the
main manuscript. The T0 values are calculated using equation 5 in the main manuscript
with c = 0.04 K−1. All T0 values are in Kelvin (K) units. While the parameter d does
not explicitly contribute to the evaluation of T0 values, it is important to note that at
a given value for c, d can not be varied arbitrarily (see Figure S3) without affecting the
performance of the model. The T0 values, through this indirect influence, also are associated
with d = −0.00037 K−2. aOnly for de-protonated (q = 0) state.

Ala Val Leu Ile Pro Phe Met Trp Tyr Hisa

Ala 290.1 288.3 288.4 288.6 292.7 288.8 289.9 288.1 290.6 294.0
Val - 284.5 283.6 285.0 291.3 285.1 287.3 285.6 289.4 293.7
Leu - - 283.4 283.7 291.3 283.8 285.0 284.7 287.7 293.0
Ile - - - 285.9 292.5 285.3 285.9 285.3 288.8 293.8
Pro - - - - 291.4 290.2 290.5 284.4 288.1 291.6
Phe - - - - - 283.3 282.5 283.8 287.1 290.2
Met - - - - - - 286.3 281.9 286.9 290.4
Trp - - - - - - - 284.3 286.4 287.4
Tyr - - - - - - - - 289.4 290.0
Hisa - - - - - - - - - 288.8

Hydrodynamic radius calculation using the Nygaard rela-

tion

Nygaard and co-workers recently proposed a relationship among the hydrodynamic radius

RNyg
h , radius of gyration Rg, and sequence length N of disordered polypeptide sequences.14
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Figure S4: Plot showing a few selected pair-specific LJ interaction well depths ε(T ) as a function of
temperature. εij(T ) between residues i and j are calculated using equation 4 in the main manuscript with
c = 0.04 K−1, d = −0.00037 K−2, and T ij

0 from Table S4. Note that ε(T ) is not symmetric about the peak.
The effective LJ interactions between beads depend also on their vdW radii given in Table S1.

The Nygaard relation is given by

Rg

RNyg
h

(N,Rg) =
α1 (Rg − α2N

0.33)

N0.60 −N0.33
+ α3. (S8)

Here we use the super-script notation RNyg
h to distinguish from Rh calculated using the

Kirkwood double-sum formula described in eq 6 of the main manuscript. The optimized

parameter values were reported to be α1 = 0.216 Å−1, α2 = 4.06 Å and α3 = 0.821 for IDPs.14

We used eq S8 to calculate RNyg
h from the simulated Rg values (eq 7 in main manuscript) and

the results are reported below for (VPGVG)n ELP sequences. In Table S6, we also report

the temperature-dependent estimates for RNyg
h for IDP p53-IDR.

As can be seen from Table S5, under good-solvent conditions of T = 293 K, neither Rh,

nor RNyg
h consistently outperforms the other in reproducing the experimental hydrodynamic

radii Rexp
h . For shorter chain lengths RNyg

h is closer to Rexp
h , but for longer sequences the

Kirkwood relation appears to be more accurate. In absence of experimental values at T

= 340 K, the relative performance can not be assessed. At both temperatures, Rh and
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Table S5: Comparison of hydrodynamic radii calculated using the Kirkwood double-sum formula (Rh),
reported in Table 1 of the main manuscript, and the Nygaard relation (RNyg

h ) for (VPGVG)n ELPs. Exper-
imentally reported hydrodynamic radii (Rexp

h ) at 293 K15 are also included for reference.

ELP Rexp
h (293 K) Rh (293 K) RNyg

h (293 K) Rh (340 K) RNyg
h (340 K)

(VPGVG)150 – 7.02 8.89 3.46 4.15
(VPGVG)120 6.0 6.12 7.68 3.20 3.91
(VPGVG)90 – 5.22 6.47 3.00 3.62
(VPGVG)60 4.2 4.24 5.14 2.69 3.28
(VPGVG)40 3.7 3.49 4.07 2.43 2.98
(VPGVG)30 3.4 3.10 3.53 2.28 2.79
(VPGVG)20 2.7 2.56 2.86 2.04 2.48

RNyg
h show consistent qualitative trends with chain length, as envisaged by Nygaard and

co-workers.14 It should also be noted that the performance of RNyg
h depends also on the

accuracy of Rg calculated from simulations.
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Temperature-dependent size estimates for IDP p53-IDR

Table S6: Experimental hydrodynamic radius (Rexp
h ) for IDP p53-IDR as reported in DLS

experiments by Whitten et al.,16 together with size estimates from our simulations at the
corresponding simulation temperatures. Here, Rg stands for radius of gyration from sim-
ulations calculated using eq 7 in the main manuscript. Expressions Rh and RNyg

h stand
for hydrodynamic radii calculated using the Kirkwood double-sum formula (eq 6 in main
manuscript) and the Nygaard relation (eq S8). The Rg values quoted in the table were used
to calculate RNyg

h . At a first glance the RNyg
h appear to be closer to Rexp

h . However, between
the temperatures of 288 K and 338 K, Rexp

h decreases by ∼ 17.5%. The corresponding com-
paction is ∼ 14.6% for Rh but only ∼ 8.5% for RNyg

h . As such, we concluded that change in
Rh provides a closer approximation for the compaction of p53-IDR with temperature. For vi-
sual comparisons and simulated values at additional temperatures please refer to Figure 9(c)
in the main manuscript. Detailed commentary on the agreements and deviations between
experiment and simulations can also be found therein. Experimental data were extracted
digitally using online tool WebPlotDigitizer .10

T / K Rexp
h / nm Rh / nm Rg / nm RNyg

h / nm
288 3.42 (0.33) 2.47 (0.20) 3.01 (0.52) 2.83
298 3.28 (0.25) 2.37 (0.20) 2.88 (0.52) 2.78
308 3.28 (0.23) 2.29 (0.21) 2.73 (0.51) 2.71
318 3.10 (0.22) 2.22 (0.20) 2.59 (0.51) 2.65
328 2.95 (0.42) 2.15 (0.21) 2.50 (0.50) 2.60
338 2.82 (0.39) 2.11 (0.21) 2.47 (0.51) 2.59
348 2.65 (0.31) 2.14 (0.21) 2.50 (0.49) 2.60
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Distribution of Rg is at high temperatures
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Figure S5: Probability distributions of radius of gyration (Rg) at coil-like (293 K, dashed
lines) and globule-like (340 K, solid lines) phases for (VPGVG)120 (red) and (VPGVG)90
(blue). As clearly seen, broad distributions at 293 K shift towards sharply peaked distribu-
tions at 340 K. However, as discussed in the main manuscript using Figure 7, the polymer
conformations maintain disorder at 340 K. 14.6 8.5

Disordered ensemble and uncorrelated conformations

In Figure 7 of the main manuscript, the globule-like phase of ELP (VPGVG)90 was shown

to have similar scaled end-to-end distance distributions as theoretical polymer models. This

indicates that the underlying ensembles of ELPs are disordered and dynamic, even at high

temperatures above Tc. In Figure S6 we provide supporting evidence for the assertion by

representing individual simulated conformations of (VPGVG)90 in the scaled Rg - Ree plane.

In Figure S7 we plot the time auto-correlation function of instantaneous the end-to-end

vector
−→
Ree for (VPGVG)90 in the globule-like phase at 340 K. The auto-correlation function

is given by

C(t) =

〈 −→
Ree(t) ·

−→
Ree(0)

|
−→
Ree(t)||

−→
Ree(0)|

〉
(S9)
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Figure S6: Scatter plot representation of individual simulated conformations of (VPGVG)90
in the scaled Rg - Ree plane. Each point in the plot represents a simulated conformation.
The scaling of both Rg and Ree are with respect to mean values obtained from simulations,
and are shown using angular brackets in the figure axis labels. Even in the globule-like phase
(340 K, red dots) where fluctuation of Rg is constrained to ∼ ±15% of the mean value, one
can observe a large (∼ ±100%) spread in Ree. This highlights the disordered and dynamic
nature of the globule-like ensemble at 340 K, and is consistent with Figure 7 in the main
manuscript. The disordered and dynamic nature for the low temperature coil-like phase (293
K, blue dots) is trivially ascertained following same rationale.

where |
−→
Ree| represents the magnitude of

−→
Ree, and angular brackets represent ensemble av-

erage. The dashed line in black in Figure S7 shows an exponential fit of C(t), given by

C(t) = C0 exp(−t/τ). Owing to the inherent noise in the data the fit is only approximate,

with estimates of C0 ∼ 0.5 and τ ∼ 20 ns. Correlation time of 20 ns is small compared to

the duration of the production simulations (3000 ns, see main manuscript).

FASTA sequences for IDPs

Simulated sequences for the simulated IDPs hTau40 and p53-IDR are provided below. The

sequences are identical to the ones used in previous published work.1

FASTA sequence for hTau40 :
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Figure S7: Decay of time auto-correlation (equation S9) of the unit end-to-end vector in
ELP (VPGVG)90 at 340 K. The dashed line in black shows an approximate fit using C(t) =
C0 exp(−t/τ) where C0 ∼ 0.5 and τ ∼ 20 ns. The duration of production simulations (3000
ns) is much larger than τ , which establishes that the generated ensemble does not sample
only kinetically trapped conformations.

MAEPRQEFEVMEDHAGTYGLGDRKDQGGYTMHQDQEGDTDAGLKESPLQTPTEDGSEEPGSETSD

AKSTPTAEDVTAPLVDEGAPGKQAAAQPHTEIPEGTTAEEAGIGDTPSLEDEAAGHVTQARMVSK

SKDGTGSDDKKAKGADGKTKIATPRGAAPPGQKGQANATRIPAKTPPAPKTPPSSGEPPKSGDRS

GYSSPGSPGTPGSRSRTPSLPTPPTREPKKVAVVRTPPKSPSSAKSRLQTAPVPMPDLKNVKSKI

GSTENLKHQPGGGKVQIINKKLDLSNVQSKCGSKDNIKHVPGGGSVQIVYKPVDLSKVTSKCGSL

GNIHHKPGGGQVEVKSEKLDFKDRVQSKIGSLDNITHVPGGGNKKIETHKLTFRENAKAKTDHGA

EIVYKSPVVSGDTSPRHLSNVSSTGSIDMVDSPQLATLADEVSASLAKQGL

FASTA sequence for p53-IDR :

MEEPQSDPSVEPPLSQETFSDLWKLLPENNVLSPLPSQAMDDLMLSPDDIEQWFTEDPGPDEAPR

MPEAAPPVAPAPAAPTPAAPAPAPSWPL
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Context-specific alterations within the scope of the model

In spite of the limitations of our simulation model to capture some of the sequence (guest

residue) specific trends in Tc of ELPs, the model performs appreciably well for systems with

manifold hydrophobic interactions, namely IDPs p53-IDR and hTau40. In retrospect, this is

unsurprising. Indeed, the ranking of amino acid hydrophobicities, or the hydrophobicity scale,

is non-unique and depends on the context-dependent definition of hydrophobicity.17–22 As

such, it is not unexpected that the underlying Betancourt-Thirumalai statistical potential,4

which has no inputs from Tc of ELPs but rather from observed spatial proximities of amino

acids in folded protein structures, will result in deviations of temperature-dependent relative

hydrophobicities of amino acids. For example, if relative contact propensities are treated as a

measure of hydrophobicity, temperature-dependent relative hydrophobicities of amino acids

reported recently by Abeln et.al 23 do not conform fully to the observations with ELPs.24

These observations simply highlight the complexities associated with identifying a ‘uni-

versal’ scheme for weighting the pairwise interactions in a CG computational model. For

specific applications, however, modifications to the observed hydrophobicities in our model

may be desirable. To conclude our results, in the following we show that the simulation

model is amenable to context-specific modifications, without violating the axioms set forth

in the methods section. We note in passing, that the relative hydrophobicities of amino

acids (assigned through equation 5 in main manuscript) has little, if any connection with

our envisaged temperature dependence of strength of hydrophobic interactions (equation 4

therein).

Modifications through well depth (ε(T )) : In absence of charged residues, the only

explicit temperature-dependent parameters in our simulation model are the pair-specific ε(T )

between hydrophobic residues. As discussed in the methods section of the main manuscript,

ε(T ) between a pair of residues i and j is determined by a single parameter T ij0 ,- which

we assigned using the SOP-IDP model (equation 5 in main manuscript). As such T ij0 is an

obvious choice for affecting minor modifications to relative hydrophobicities. For example,

S16



0.00

0.25

0.50

0.75

1.00

300 305 310 315 320 325 330

P
g
(T

 )

T / K

(VPGLG)90

(VPGLG)60

(VPGIG)90

(VPGIG)60

(VPGIG)90*

(VPGIG)60*

Figure S8: Fraction of collapsed globule-like conformations (Pg(T ), see equation 8 in main
manuscript) as a function of T . Solid lines are obtained with parameter values consis-
tently used in the manuscript. Results with modified parameters (see text) are shown with
dashed lines and are labeled with asterisks in legends. Solid lines : (VPGLG)90, (VPGLG)60,
(VPGIG)90 and (VPGIG)60 are shown in black, blue, red, and brown respectively. Curves
for (VPGIG)90 and (VPGIG)60 with LJ parameters modified through T ij0 are shown with
dashed lines,– orange and purple respectively.

in experiments the Tc-s of ELPs (VPGIG)n and (VPGLG)n have been reported to be nearly

identical.24 In computational models that treat L and I residues as indistinguishable, eg.

the HPS model,25 this would be trivially reproduced. In the SOP-IDP model, residues L

and I are distinguishable through interaction parameters (see Table S4), and we observed

the Tc for (VPGIG)n to be higher than the respective Tc for (VPGLG)n in our simulations

(Figure S8). However, making temperature-dependent interactions of I identical to those of

L (i.e., T II∗0 = TLL0 , T IV ∗0 = TLV0 , and T IP∗0 = TLP0 ), the LCST transitions for (VPGIG)n

can be made virtually indistinguishable from (VPGLG)n, as shown with dashed curves in

Figure S8.

As a note of caution, this approach is not without pitfalls, and changing T ij0 arbitrarily

strongly impacts the balance of inter-residue interactions set forth by the SOP-IDP model1

at ambient temperatures (T ∼ 298 K) through the underlying Betancourt-Thirumalai po-

tential map4 (minor differences are already affected through dropping the quadratic term
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of equation 4 in equation 5, both in main manuscript). With compostionally diverse se-

quences such as generic IDPs, the influences of such reparameterizations are likely to be

unpredictable.
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Figure S9: Fraction of collapsed globule-like conformations (Pg(T ), see equation 8 in main
manuscript) as a function of T . Solid red line is for ELP(V5A2G3)150 with parameter values
consistently used in the manuscript. Results with modified parameters are shown with
dashed lines and are labeled with asterisks in legends. In blue : LJ parameters modified
through T ij0 , and in orange : LJ parameters modified through σ. See text for description of
ELP(V5A2G3)n notation.

Modifications through vdW radius: A second approach is to modify the bead dimen-

sions through pairwise σi in equation 1 of main manuscript. This does not directly violate

the Betancourt-Thirumalai potential map, but still influences the LJ interactions and hence

B2(T ) (equation 2 in main manuscript). Also, noting that the σi for a bead pair is defined

as the sum of their vdW radii, this leads to only one free parameter per residue,– namely the

vdW radius of the corresponding side chain bead. As an example of such modifications, we

consider the LCST transitions in a weakly hydrophobic ELP sequence with non-homogeneous

distribution and composition of pentameric repeats, denoted by ELP(V5A2G3)150 in the fol-

lowing and in Figure S9. The sequence has a total of 150 pentameric units, among which

(VPGVG), (VPGAG) and (VPGGG) are found in ratio 5:2:3. The distributions of the
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pentamers along the sequence was chosen at random.

The experimental Tc for ELP(V5A2G3)150, ∼ 323 K at lowest reported concentration

of 1 µM,11 deviates strongly from our estimate of ∼ 312 K under the parameterization

dictated by equation 5 of main manuscript (red curve, Figure S9. Furthermore, relatively

major modifications to the T ij0 values involving alanine also does not lead to any marked

improvement in the estimate for Tc. This is shown using the blue dashed curve in Figure S9,

which uses TAV ∗0 = 293 K, TAP∗0 = 295 K, TAA∗0 = 298 K (modified from TAV0 = 288.3 K,

TAP0 = 292.7 K, TAA0 = 290.1 K),– a substantial modification when compared with default

T ij0 values reported in Table S4. A more significant improvement (Tc ∼ 317 K) is observed

when instead of T ij0 values, the vdW radius of alanine side chain bead is changed from 2.52

Å(Table S1) to 1.90 Å. This is shown using the orange dashed line in Figure S9.
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