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1 E�ects of scan distortions on strain

ADF-STEM datasets were collected using two orthogonal scan directions, shown as Fig-

ure S1(a) and Figure S2(a). A �yback scanning procedure was used for both the scanning

images, where the electron scans along a direction (also referred to as the fast scan direc-

tion), and a�er completion of each scan line returns back to the initial scan position, shi�s

down by a single pixel spacing and then starts scanning the subsequent line. As could be

ascertained, thus the velocity of beammovement along the direction orthogonal to the

fast scan direction is almost three orders of magnitude slower.
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Figure S1: Lattice strain measurement (slow scan along x-axis). (a) Atomic resolution
image of the nanoparticle, with the fast and slow scan axes shown. The re�ned atom
positions overlaid on Figure S1(a) as blue dots. (b) - (e) εxx, εxy, εθ and εyy strain measured
from the re�ned atom positions, with the graphically illustrated strain conventions shown
in the bottom le� of each individual strain map.
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Figure S2: Lattice strain measurement (slow scan along y-axis). (a) Atomic resolution
image of the nanoparticle, with the fast scan and slow scan axes shown. The re�ned atom
positions overlaid on Figure S2(a) as blue dots. (b) - (e) εxx, εxy, εθ and εyy strain measured
from the re�ned atom positions, with the graphically illustrated strain conventions shown
in the bottom le� of each individual strain map.
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This can lead to artifacts from scan distortions, as visible for example in Figure S1(b) as

stripes and striations in the εxx strain maps. Similar confounding stripes can be observed

in Figure S2(e) for the εyy strain maps. Notably the stripes εxx stripes in Figure S1(b)

are absent in Figure S2(b) and vice-versa for the εyy features. This indicates that rather

than being strain features in the material, they arise due to scan distortions, with the

stripes originating perpendicular to the slow scan directions. In order to account for such

distortions, these two orthogonal scan pairs were subsequently corrected for scanning

distortions using MATLAB scripts developed originally by Ophus et. al.S1

2 Preconditioning di�raction data

Our two step data preconditioning routine proceeds as following:

1. Logarithmofdi�ractionpattern: The rawdi�ractionpattern is �attened in intensity

space by taking the logarithm of the di�raction pattern. This is because for strain

mapping, we are not interested in the features inside a di�raction disk, but rather the

location of the disk itself, so taking the logarithmof the data smooths out the intensity

variations of the di�raction disks themselves, and decreases the intensity variations

between disks. Thus, if C is the CBED pattern, a�er the �rst step of preconditioning

we obtain LC as shown in Equation 1

LC = log10

(
1 +

C – Cmin
Cmax – Cmin

)
(1)

As could be ascertained from Equation 1, the pattern is normalized, so that the

intensity values range from +1 to +2 to prevent taking logarithms of negative data, or

values below 1.

2. Sobel-Filtering: We subsequently Sobel �lter the logarithm of the CBED pattern

(LC). The Sobel operators are two 3× 3 kernels used frequently for edge detection
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in computer vision.S2,S3When the kernels are convolved with an image, they give

the approximate derivatives of the image along the two Cartesian directions of the

image. The results from convolution with the two Sobel kernels – SCx and SCy are

given as per Equation 2 and Equation 3 respectively, where LC is obtained as shown

in Equation 1. ⊗ refers to convolution with a kernel.

SCx =


–1 0 1

–2 0 2

–1 0 1

⊗ LC (2)

SCy =


–1 –2 1

0 0 0

1 2 1

⊗ LC (3)

Subsequently, we calculate the absolute magnitude of the Sobel derivative as per

Equation 4

SC =
√
SC2x + SC2y (4)

If the �rst preconditioning step (Equation 1) is not followed, then Sobel �ltering will pick

up disk features as intensity variations, and along with real disk edges internal features

will be highlighted too. The advantage of this two-step routine is that it is computationally

relatively inexpensive to implement, but allows high-precision disk location without the

need for specialized patterned condenser apertures.

The e�ects of preconditioning canbe visualized inFigure S3,where the cross-correaltion

peaks are signi�cantly blurry for the raw datasets, sharper for logarithm of the CBED

datasets and even sharper for preconditioned datasets. Additionally, as we can observe

from Figure S3, preconditioning the pattern also allows for a larger number of di�raction

disks to be �tted, and thus increasing the accuracy of unit cell quanti�cation.

Similar to approaches adopted by Zeltzmann et. al.,S4 we followed the cross-validation
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(CV) approach formeasuring the error of peak �tting. In this procedure the disk �tting and

strain measurement is performed twice. For every dataset,apart from the central 〈000〉,

half the disks are �tted, while in the second measurement the 〈000〉 disk and the other

disks that were not �tted the �rst time are �tted. The calculated unit cell is compared

between the two measurements - which is the CV error.

We observed a CV error of raw data at 0.216%, for logarithm of the CBED data at

0.1962% and an error of 0.074% for preconditioned data. The preconditioned data is thus

approximately 3 times more accurate than the raw data, and demonstrates performance

similar to bulls-eye apertures.S4

3 Region identi�cation with MCR

Due to Z contrast in atomic resolution HAADF-STEM, distinction can be made between the

core and shell of the nanoparticle through atom column intensities too, as demonstrated

in Figure S4. However, the intensity of each individual atom columns depends not only

on the atomic (Z) number, but also the total number of atoms in that column. As a result,

as could be observed in Figure S4, a simple partitioning of the intensities into two sets –

below and above the median intensity of the columns is close but not completely accurate.

Going by this simplistic scheme, the edges of the nanocube which have lesser number

of atoms in each column will be erroneously assigned to the particle core rather than the

shell. However, a nanoparticle is a special case, and in many other examples like thin

�lms the sample thickness is pretty uniform and intensity distributions can be used for

region identi�cation from ADF-STEM datasets.

In 4D-STEM nanodi�raction however individual atom columns are not distinguishable

so a region identi�cation scheme would need to distinguish based on the di�raction

patterns at individual scan positions itself.

MCR requires template spectra for matching. The spectra in this case was chosen
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Figure S3: E�ect of preconditioning on peak sharpness
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Figure S4: Intensity distribution of atom columns in ADF-STEM

Amorphous Region

2 nm

Side Particle 1

2 nm

Side Particle 2

2 nm

Side Particle 3

2 nm

Side Particle 4

2 nm

Side Particle 4

2 nm

Main Particle (Core)

2 nm

Main Particle (Shell)

2 nm

Figure S5: Regions of Interest (ROI) chosen manually for location identi�cation with
MCR, overlaid as red rectangles on the images
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manually, by selecting a region of the sample, with the mean CBED pattern from that

region being the template spectra. The regions are demonstrated in Figure S5, with each

neighboring particle, the amorphous region and the particle core and the particle shell

being chosen as templates.

Since MCR can only match 1D spectra, the CBED patterns from each region are �rst

downsampled by a factor of 4, and then unrolled as a 1D spectra. This is then compared

with the unrolled, downsampled CBED spectra from every scanning point for region

identi�cation.

MCR was performed on the unprocessed data (Figure S6), the logarithm of the data

(Figure S7) and the preconditioned data (Figure S8). Similar to the advantages of data pre-

conditioning for strainmapping, we observedMCR actually performed better on logarithm

of CBED patterns rather than the raw patterns, with preconditioned data outperforming

both of them for region identi�cation.
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Figure S6: MCR Results on un�ltered CBED patterns
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Figure S7: MCR Results on log of CBED patterns
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Figure S8: MCR Results on Preconditioned CBED patterns
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