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Experimental procedures

Disordered gold metasurfaces are produced by electron-beam deposition of a few nanometers

thick layer of gold on a freshly cleaned glass coverslip in a vacuum chamber (Oerlikon). The

filling fraction of gold in the surface is defined as ff = sm/(sm + sg), where sm and sg are

the surfaces covered by gold and glass, respectively. Electrical percolation is observed when

the filling fraction reaches a threshold value of the order of 0.65.S1,S2

Collimated light from a femtosecond pulsed laser at 790 nm (Mira 900, Coherent, 200 fs, 80

MHz) is reflected by a spatial light modulator (SLM, LCOS 10468-02, Hamamatsu, 792×600

pixels, 20 µm pixel size) before being conjugated with the image plane of an inverted micro-

scope using a 1.4 NA (60×) objective (Eclipse Ti, Nikon). The optical setup is also designed

to focus the incoming laser on the Fourier plane of the microscope objective so that the

excitation is collimated on the sample with an excitation intensity of 1 kW/cm2 (it should

not exceed 10 MW/cm2 to avoid damaging the gold surface). Nonlinear photoluminescence

emitted by the disordered gold surface is collected by the same objective before being spec-

trally filtered between 450 nm and 650 nm, and imaged on a sCMOS camera (Edge 5.5,

PCO, 2560×2160 pixels, 6.5 µm pixel size). Considering the magnification in excitation and

detection, the pixels of the SLM and of the camera correspond to 180 nm and 100 nm squares

on the sample surface. For the SLM, 4 pixels are binned to provide macropixels that are

closer in size to the diffraction limit in excitation. The microscope objective is mounted on a

piezoelectric holder (P-721 PIFOC, PI) in order to perform an autofocus of the NPL image

at the beginning of the optimization algorithm. This allows an automatic implementation

of up to 10 procedures consecutively. Finally, the sample is mounted on a 3D piezoelectric

stage (P-517.3CD, PI), allowing the measurement of the nonlinear luminescence signal as a

function of the position of the sample (see Fig. 4-c of the main text).

The imaging diffraction limit for the NPL intensity is estimated using isolated 80 nm gold

particles (British Biocell) spin-coated on a glass coverslip (see Fig. S1). Complementary

two-photon fluorescence (TPF) experiments are performed with the same optical setup but
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using a 1 µm thick layer of polyvinyl alcohol doped with fluorescein (1% weight-to-weight)

and spin-coated on a freshly cleaned glass coverslip. Apart from the estimation of the non-

linear intensity dependence of the NPL and TPF signals, all measurements are performed

with the same excitation intensity.

The iterative optimization algorithmS3,S4 starts with a fully random phase pattern on the

entire SLM surface. For each experiment, the wavefront-shaped area corresponds to a square

of several tens of pixels in which the phases will be tuned. As explained in the main text, half

of the pixels of the wavefront-shaped area are randomly selected for each iteration. Opti-

mization of the NPL signal in the center of the wavefront-shaped area is performed by tuning

the phase of these pixels over 4 values: 0, π/2, π and 3π/2. A fifth measurement with a phase

of 2π is used to verify the stability of the measurement by comparing the corresponding NPL

image with the one observed with a 0 phase. The optimization targets an increase of the

highest NPL intensity from one of the 9 pixels in the center of the wavefront-shaped area.

The process is performed over 130 iterations, corresponding to a duration of 15 min. In

more than 75% of the measurements, the highest NPL intensity is obtained before iteration

100, indicating that this duration is sufficient to provide the highest possible signal when

only considering 4 phases. Furthermore, the mechanical stability of the optical setup does

not allow longer experiments: indeed, Fig. 4-c of the main text shows how optimized NPL

intensities typically decrease by 80% if the sample is displaced by a few hundred nanome-

ters. Furthermore, weak defocusing of the luminescence image during the optimization also

hinders the ability of the iterative algorithm to optimize the NPL signal. To ensure that this

issue does not occur in our measurements, we perform a second image of the NPL intensity

with the best wavefront selected by the algorithm at the end of the optimization process:

if the second image is defocused with respect to the one measured during the optimization

and/or if the spatial correlation between the two images is below 0.6, then this optimization

procedure is not considered. In practice, less than 10% of the measurements are removed

from the final statistical analysis.
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Figure S1: Distributions of full-width at half maxima (FWHM) for nonlinear photolumi-
nescence (NPL) images of single 80 nm gold particles (grey data) and of optimized areas
after the random iterative algorithm (red data). These measurements demonstrate that the
optimized NPL intensity, after wavefront shaping, originates from a diffraction-limited area.
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Figure S2: Averaged NPL (gold metasurface at the percolation threshold, red data points)
and TPF (fluorescein-doped film, blue data points) intensities, averaged over 104 pixels
around the center of the wavefront-shaped area, as a function of the excitation intensity.
The solid lines are linear fits: the slopes are equal to 2 for the TPL signal and 2.8 for the
NPL intensity, respectively.
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Figure S3: (Distributions of TPF intensities measured on a homogeneous fluorescent film
before and after 28 iterative optimizations. The initial TPF intensities are estimated over 104

pixels around the optimized position (center of the wavefront-shaped area). The final TPF
intensities are estimated as the largest value in the 9 pixels around the optimized position.
The means of these log-normal distributions indicate an average enhancement of 6.
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