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Supplementary Information 

Fragment Structures 

 

In-Cluster Variability 

 
Ligands sample different bound conformations in the binding pocket that can be exploited 

for lead optimization. Our protocol identified several low rmsd poses that might correspond 

to different binding modes. To explore potential binding pose alternatives, we analyzed the 

conformational variability within and between clusters. The rmsd distribution of top ranked 

cluster members is depicted in the violin plot in Figure S1 A and D. It contains information 

about the probability density as well as the median and the extrema. Most clusters have a 

uniform probability density, however some cluster contained outliers. Visual inspections of 

most representative cluster members identified two different binding modes for 

FKBP51/lig1 and three binding modes for NE/lig3 (Figure S1 B and E, respectively). The 

assignment of the top ranked clusters to these binding modes is encoded in the asterixis’s 

color in Figure S1 A and D. The two different binding modes for FKBP51/lig1 only differ in 

the orientation of the cyclopropane moiety. Similarly, NE/lig3 has a binding pattern shared 



by all clusters and one more diverse region. Alternative binding poses can lead to new 

fragment growing/linking ideas and contain valuable information about essential fragment 

substructures.  

Figure S 1: Identification of alternative binding poses. A and C Confirmation variability of the first ranked 
clusters for FKBP51/lig1 and NE/lig3, respectively. The violin plot depicts the cluster member’s rmsd to the X-
ray reference. Whiskers indicate the extrema and the median is indicated with a vertical line. The colors of the 
asterixis correspond to the binding pose membership as depicted in B and D. B and D Alternative binding poses 
within the binding site.   

 



Supplement methods 
 

Model Preparation 

The Xray crystal structures of the FK1 domain of FKBP51 (Xray resolution 1.86 Å) and 

neutrophil elastase (Xray resolution 1.12 Å) were obtained from the in-house database of 

Boehringer Ingelheim. The corresponding structure files are added to the supplement. The 

protonation state of all residues was determined according to the physiological pH (7.3) and 

their local environment. Subsequently, we removed the crystallographic waters and the 

bound fragment from the structure. Hydrogens of the protein were modeled as virtual 

sites1. Their natural mass was added to their binding partner, in order to preserve the total 

mass. The mass of hydrogens of the fragment was set to 4 u, therefore the hydrogen 

vibration was sufficiently slow for the chosen timestep of 4 fs. Ligand parameterization was 

performed as described below. Afterwards, the parametrized fragment was added to the 

simulation box with a distance between 1.5 Å and 3.5 Å to the protein. In order to separate 

the protein from its periodic boundary image, a 1.2 Å layer of water molecules was added. 

The system was neutralized with sodium and chloride ions to an ion concentration of 0.15 

M. This results in a periodic, neutral box.  

 

Fragment Parametrization 

Ligands were parametrized according to the generalized amber force field (GAFF) procedure 

and converted to gromacs topologies using acpype2. Hydrogen masses of the ligand were 

set to 4 u to allow for a timestep of 4 fs.  

 

Molecular Dynamics Simulations 

Molecular dynamics simulations were performed using the GROMACS version 4.6.73. The 

protein was described using the AMBER99SB*-ILDN forcefield4. The water molecules were 

treated using the SPCE water model5. After steepest decent energy minimization with 500 

steps, the system was equilibrated in the NPT ensemble for 50 ps with position restrains on 



the protein. The position restraints consisted of a constant force of 1000 kJ mol-1nm-2, which 

was applied to the backbone atoms to constrain their positions. Temperature was scaled to 

300 K via stochastic velocity rescaling and pressure was set to 1 bar with the isotropic 

Parrinello- Rahman coupling scheme and a compressibility of 4.6  10-5 bar-1 6. The long range 

electrostatic interactions were treated within the Particle-Mesh Ewald approach with a 

nonbonded cutoff of 1 nm7. The SETTLE algorithm was used to constrain bonds and angles 

for of water molecules8. P-LINCS was used for all other bonds9.  Hydrogens of the protein 

were modeled as virtual interaction sites1. 

 

Markov State Models 

Snapshots of the simulations were generated every nanosecond. The trajectories were 

corrected for out of the box jumping and the protein was rmsd fitted to its starting 

structure. With the assumption that no major rearrangements in the short timescale of the 

simulation protein occur, this ensures that the same x,y,z coordinates of the ligand 

corresponds to the same relative position to the protein in every frame. In order to reduce 

the amount of data, water molecules and ions were not used for the Markov state model 

analysis. 

To generate the Markov models PyEMMA, an open source Python library for MSMs, was 

used10. PyEMMA is able to read GROMACS molecular dynamics data formats. It provides 

functions for dimension reduction such as principal component analysis (PCA) and time-

lagged independent component analysis (TICA). Additionally, it is capable of k-means and 

uniform time clustering. For other clustering methods the python scikit library was used11. 

PyEMMA contains estimators for MSMs, hidden Markov models, and some other models. It 

is capable of model validation and error calculation methods.  

 

Docking 

For both FKBP51 and NE an in-house Xray structure that has been crystallized with a ligand 

not subject to this publication has been used. Structures were loaded into MOE, all water 

molecules and organic molecules removed and the structure was energy minimized using 

standard MOE protocols12. Subsequently, pdbqt files for receptors and ligands were 



generated using AutodockTools13 through the PyMOL/Autodock plugin14. For the global 

docking runs, binding sites were defined such that the entire protein was contained. For the 

local dockings, the box center was defined at the center of the Xray ligand and a cubic box 

of 20Å was defined. Docking runs were then executed using vina15. 

 

 

Figure S 2: Docking solutions for FKBP51. A) Local docking of ligand 1. B) Global docking of ligand 1. C) local docking of 
ligand 2. D) Global docking of ligand 2. 

Table S1: Docking solutions FKBP51 

 
Pose # FKBP51/lig1 

(local) RMSD[nm] 
FKBP51/lig1 

(global) 
RMSD[nm] 

FKBP51/lig2 
(local) RMSD[nm] 

FKBP51/lig2 
(global) 

RMSD[nm] 
1 0.55 0.55 0.41 0.41 

2 0.52 0.67 0.57 1.75 

3 0.68 0.47 0.66 1.74 

4 0.64 0.35 0.68 0.56 

5 0.65 0.60 0.68 1.94 

6 0.35 2.04 0.54 1.83 
7 0.60 0.58 0.39 1.62 

8 0.58 0.65 0.62 1.49 

9 0.61 0.38 0.64 1.68 
 

 
 
 



 
 
 
 
 

 
Figure S 3: Docking solutions for NE. A) Local docking of ligand 1. B) Global docking of ligand1. C) Local docking of 
ligand2. D) Global docking of ligand 2. E) Local docking of ligand 3. F) Global docking of ligand 3. 

Table S2: Docking solutions NE 

 
Pose # NE/lig1 

(local) 
RMSD[nm] 

NE/lig1 
(global) 

RMSD[nm] 

NE/lig2 (local) 
RMSD[nm] 

NE/lig2 
(global) 

RMSD[nm] 

NE/lig3 
(local) 

RMSD[nm] 

NE/lig3 
(global) 

RMSD[nm] 

1 0.78 2.06 0.83 1.56 0.68 2.29 
2 0.90 2.51 0.79 2.07 0.79 2.32 
3 0.81 0.90 0.81 3.92 0.69 1.85 
4 0.86 0.78 0.74 3.34 0.78 2.32 
5 0.57 0.60 1.09 2.07 1.10 1.96 
6 0.46 2.22 0.73 2.00 0.78 2.34 
7 0.49 0.77 0.65 1.93 0.56 0.67 
8 0.65 2.49 0.91 4.01 0.64 1.86 
9 0.74 0.56 0.81 2.93 0.65 0.56 

 
 

 
 
 
 



Supplement Figures 
 
 

 
Figure S 4: Predicted equilibrium probabilities of all Markov-state models clusters plotted against their rmsd to the Xray 

reference. The highest ranked state is visualized in the inlay. The Xray reference is colored in yellow and the cluster in 

blue. A: FKBP51 with ligand 2. B: NE with ligand 3 C: NE with ligand 1 



Analysis of Binding Events 

 

In table S1 the total number of correct binding events and the total simulation time spent in 

the correct pose are listed. For system FKBP51/lig2, there were only two correct binding 

events observed with a total binding time of 66 ns. Apparently, this amount is not sufficient 

to predict this pose as the correct binding pose. The same applies to system NE/lig1, where 

the correct pose was ranked highest but not with high confidence only three binding events 

where observed in a total of 50 µs of simulation data.  

Table S 3: Binding events and accumulated binding time 

 

 

 

Figure S 5: rmsd of the top-ranked pose as a function of the number of binding events and accumulated binding time 
within the simulation data. Only few true binding events are needed to rank the correct binding pose first. 

Obviously the number of true binding events, where the fragment binds into its correct 

position and stays there for the entire simulation, substantially influences the overall model 

quality. To analyze the influence of the sampling in more detail, we calculated the 

System # of binding events Accumulated binding time [ns] 

FKBP51/lig1 7 656 

FKBP51/lig2 2 66 

NE/lig1 3 329 

NE/lig2 20 1915 

NE/lig3 18 1264 



dependence of the prediction on the quantity of binding events. To this end, all simulations 

of the FKBP51/lig1 system containing at least one frame with a rmsd < 0.3 nm to the bound 

state were removed from the dataset and the analysis protocol was run on the remaining 

simulations. Subsequently, the binding simulations were added one after another and the 

performance increase was observed. Figure S4 shows the rmsd of the top-ranked cluster as 

a function of the accumulated binding time in the simulations used to build the Markov-

state model. As expected, the prediction of both protein/fragment combinations without 

any binding simulation does not result in a correct pose prediction. When adding 

simulations containing true binding event, the top-ranked cluster does not change until the 

simulation with the fourth binding event is added, resulting in the correct pose prediction. 

This data shows that for a binding pose prediction with reasonable confidence only few 

binding events are needed. The entire ensemble of 50 s contains only 7 true binding 

events and only for about 0.65 s of the simulation time (1.3% of the simulation data) the 

fragment is found in its correct binding pose. Yet the correct pose is predicted with high 

confidence. 

Decoy detection 
 
We have simulated 2 fragments as shown in Figure S6, which were identified as non-binders 

in the biochemical assays for target NE. We would like to stress that non-binder 2 has strong 

similarities to NE ligand 1. After repeating the same protocol with simulations and MSM 

bind analysis, the fragment showed some binding events, however the accumulated binding 

time was more than one magnitude shorter than for binders  (data shown in table S4). 

Therefore, the fragments explore the binding pocket, but the protein-fragment interactions 

are not favourable enough to keep the fragment bound.  

 
Figure S 6: Structures of non-binders 

 

 

 



Table S 4: Binding events and accumulated binding time for non-binders 

 
 

 
 

 

 
 
 

System 
# of binding events 
in 30 µs simulations Accumulated binding time (ns) 

Non-binder 1 6 53 

Non-binder 2 9 79 
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