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S1 Simulation approach

S1.1 Use of vacuum-phase partial charges in a non-polarizable

force field

In our studies, we opted to adopt vacuum-phase partial charges with a non-polarizable force

field (FF) in lieu of fully polarizable FFs. Dommert et al. reviewed techniques for molecu-

lar dynamics (MD) modeling of ionic liquids (ILs), including the use of polarizable FFs or

non-polarizable FFs with constant scaled partial charges.S1 Although polarizable FFs have

been used successfully to compute transport properties, they are computationally expensive.
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This issue is magnified in modeling polymerized ionic liquids (polyILs) due to slow relax-

ation. Morrow and Maginn were the first to investigate reduced partial charges on an IL.

Using electronic structure calculations, each ion from the ion pair BmIm+-PF−

6 was assigned

a total charge of ±0.904.S2 They commented that the change did not yield improvement in

the static properties under consideration, but future studies revealed improvements to dy-

namic properties such as diffusivity.S3–S8 Bhargava and Balasubramanian reported accurate

densities and low deviations from experimental diffusivities using a uniform scaling factor

of 0.8 on vacuum-phase partial charges (VPCs) for BmIm+-PF−

6 .
S3 Zhang and Maginn also

reported accurate diffusivities for BmIm+-PF−

6 ILs with the same scaling factor.S6 Our past

work on polyILs extended the use of this same scaling approach and parameter.S9–S11

Simulation studies on transport properties in ILs with other counterions lend similar

support to VPC scaling. Chaban et al. determined that uniform scaling of VPCs for

BmIm+-BF−

4 ILs accurately reproduced experimental diffusivities and densities with a scal-

ing constant of 0.807.S5 Sprenger et al. reported diffusivity errors of 11.0% (BmIm+) and

18.7% (TFSI−) using the uniform scaling factor of 0.8 for VPCs.S7 In an earlier work on an

imidazolium-series of cations with TFSI−, Liu and Maginn showed similar agreement with

experimental results for the same VPC scaling factor.S4 Later, Zhang and Maginn demon-

strated the applicability of the uniform VPC scaling constant 0.8 to 29 ILs containing 4

distinct anions (including TFSI− and PF−

6 ) with a series of imidazolium-based cations.S8

Taking the above body of work into consideration, we elected to use VPCs, scaled by

0.8, with a non-polarizable FF. We optimized molecular geometry using the B3LYP hybrid

functional and 6-31G basis set in Gaussian 16.S12 The output was used to evaluate the

electrostatic potential (ESP) at Merz-Singh-Kollman points using the Hartree-Fock level of

theory with a 6-31G* basis set.S13,S14 The molecular ESP was fed to the restrained ESP

program in Amber Antechamber to collect the atom-centered VPCs.S15,S16
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S1.2 Simulation details

Our earlier studies demonstrated that 16-monomer-pBvIm+ has a similar hexafluorophos-

phate (PF−

6 ) diffusivity as one of 32-monomers.S9,S10 Therefore, to reduce reliance on large

system sizes to avoid significant polymer self-interaction, we selected a polymer length of

16 monomers for this study. We packed polyIL simulation boxes with 16 polymers and the

accompanying 256 counterions using Packmol.S17 Similarly, IL simulations were packed with

256 ions each of BmIm+ and counterions. Each box was packed at a density of 0.01 g/cm3

and energy minimized via steepest-decent (SD) and conjugate-gradient (CG) minimization

with a tolerance of 1× 10−5. The system was heated to 1000 K and compressed to 1 atm

over one million timesteps of 0.01 fs using a Langevin thermostat and Berendson barostat,

both damped to relax over 100 fs.S18,S19 We performed MD simulations in this framework

using a constant temperature/energy algorithm that limits the distance atoms can migrate

over one timestep to 1.0 A (NVE/limit). We continued initializing the system using a sec-

ond SD and CG minimization to 1× 10−5 tolerance, followed by 100 ps of simulation time

at constant volume/temperature (1000 K) using a Langevin NVT simulation in the same

NVE/limit framework. Initialization was concluded by cooling the simulation to the highest

production temperature (600 K) and equilibrating the system briefly using a Langevin NVT

simulation for 1 ns.

As indicated in the main report, all simulations in this work were performed using the

LAMMPS MD software package.S20 Lennard-Jones (LJ) pair interactions were directly com-

puted up to a cutoff of 10 Å. A Van der Waals tail correction to the pressure and energy were

applied in a constant temperature/pressure (NPT) framework.S21 Coulombic interactions

were directly evaluated up to the same cutoff. Long-range Coulombic interactions were evalu-

ated using a particle-particle particle-mesh (PPPM) solver with a tolerance of 1× 10−5.S22,S23

NPT simulations were performed with a Nosé-Hoover thermostat and Parinello-Rahman

barostat, adjusting temperature every 0.1 ps and pressure every 1.0 ps.S24–S27 Forces and
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positions were evaluated with periodic boundary conditions at a regular time interval of 1.0

fs. We equilibrated ILs for 5 ns and polyILs for 10 ns using NPT simulations. After 40-80

ns of production run time, we branched the simulation to the next-lower temperature level,

repeating the cooling and equilibration procedure before commencing production.

S1.3 Potential and parameters

The potential energy takes the form

U =
∑

r

Ubond(r) +
∑

θ

Uang(θ) +
∑

φ

Udih(φ) +
∑

φ

Uimp(φ) +
∑

ij

Unb(rij). (S1)

where bond and angle interactions are given as harmonics, Ubond(r) = kr(r − r0)
2 and

Uang(θ) = kθ(θ − θ0)
2, with spring constants kr and kθ and equilibrium bond length r0

and angle θ0. The energy contribution from dihedral angles is modeled using the OPLS-style

dihedral potential in LAMMPS MD software:

Udih(φ) =
1

2

4
∑

n=1

Kn[1 + (−1)n+1 cos(nφ)]. (S2)

The energy contribution of all improper angles in which the centered atom is part of the

imidazolium ring is represented by the CVFF improper style in LAMMPS, Uimp(φ) =

1.1[1 − cos(2φ)]. Non-bonded interactions include LJ (6-12) pair potentials and Coulom-

bic interactions.

Unb(rij) = 4ǫij

[

(

σij

r

)12

−
(

σij

r

)6
]

+
Cqiqj
r

(S3)

The LJ parameters for pair ij include the potential-well depth ǫij and the LJ-radius σij , with

cross terms calculated using a geometric mixing rule such that ǫij =
√
ǫǫj and σij =

√
σiσj .

The Coulombic parameters include the partial atomic charges qi and qj in elementary units

of charge and a constant C = 5.514× 10−22 kcal-Å/e2.
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Table S1: Lennard-Jones parameters and unscaled partial charges for pBvIm+.

# Atom Type ǫlj (kcal/mol) σlj (Å) q (e)
1 CAS9,S10,S28,S29 0.0660 3.5000 -0.071916
2 CMS9,S10,S28,S29 0.0660 3.5000 -0.191281
3 CM1S9,S10,S28,S29 0.0660 3.5000 -0.286559
4 CM2S9,S10,S28,S29 0.0660 3.5000 -0.286559
5 CRS9,S10,S28,S29 0.0700 3.5500 -0.081640
6 CS1S9,S10,S28,S29 0.0660 3.5000 -0.112314
7 CS2S9,S10,S28,S29 0.0660 3.5000 0.058799
8 CTS9,S10,S28,S29 0.0660 3.5000 -0.168031
9 CW1S9,S10,S28,S29 0.0700 3.5500 -0.203382
10 CW2S9,S10,S28,S29 0.0700 3.5500 -0.165764
11 HAS3,S9,S10 0.0300 1.9200 0.103288
12 HMS3,S9,S10 0.0300 1.9200 0.200553
13 HM1S9,S10,S28,S29 0.0300 2.5000 0.198717
14 HM2S9,S10,S28,S29 0.0300 2.5000 0.132478
15 HM3S9,S10,S28,S29 0.0300 2.5000 0.0955197
16 HRS3,S9,S10 0.0300 1.7200 0.215218
17 HS1S9,S10,S28,S29 0.0300 2.5000 0.063370
18 HS2S9,S10,S28,S29 0.0300 2.5000 0.032434
19 HTpS9,S10,S28,S29 0.0300 2.5000 0.056042
20 HW1S3,S9,S10 0.0300 1.7200 0.238040
21 HW2S3,S9,S10 0.0300 1.7200 0.244756
22 NA1S9,S10,S28,S29 0.1700 3.2500 0.276722
23 NA2S9,S10,S28,S29 0.1700 3.2500 0.083055
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Table S2: Lennard-Jones parameters and unscaled partial charges for BmIm+.

# Atom Type ǫlj (kcal/mol) σlj (Å) q (e)
1 iCAS9,S28,S29 0.0660 3.5000 -0.030881
2 iCA1S9,S28,S29 0.0660 3.5000 -0.329108
3 iCRS9,S28,S29 0.0700 3.5500 -0.022182
4 iCS1S9,S28,S29 0.0660 3.5000 -0.128892
5 iCS2S9,S28,S29 0.0660 3.5000 0.100350
6 iCTpS9,S28,S29 0.0660 3.5000 -0.184348
7 iCW1S9,S28,S29 0.0700 3.5500 -0.195821
8 iCW2S9,S28,S29 0.0700 3.5500 -0.197567
9 iHAS3,S9 0.0300 1.9200 0.094969
10 iHA1S3,S9 0.0300 1.9200 0.168850
11 iHRS3,S9 0.0300 1.7200 0.248762
12 iHS1S9,S28,S29 0.0300 2.5000 0.062725
13 iHS2S9,S28,S29 0.0300 2.5000 0.019080
14 iHTS9,S28,S29 0.0300 2.5000 0.055493
15 iHW1S3,S9 0.0300 1.7200 0.272430
16 iHW2S3,S9 0.0300 1.7200 0.257408
17 iNA1S9,S28,S29 0.1700 3.2500 0.024790
18 iNA2S9,S28,S29 0.1700 3.2500 0.158482
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Table S3: Lennard-Jones parameters and unscaled partial charges for AlCl−4 (1-2), BF−

4 (3-4),
Br− (5), Cl− (6), TfO− (7-10), TFSI− (11-15), PfO− (16-21), and PFSI− (22-28).

# Atom Type ǫlj (kcal/mol) σlj (Å) q (e)
1 AlS30 0.3100 3.9111 0.837890
2 ClAS30 0.2650 3.4709 -0.459473
3 BS29,S30 0.0950 3.5814 0.889082
4 FBS29,S30 0.0600 3.1181 -0.472250
5 BrS31 0.1300 4.6200 -1.000000
6 ClS32 0.14818 3.7700 -1.000000
7 CTS33 0.0660 3.5000 0.306729
8 FTS33 0.0530 2.9500 -0.148380
9 OTS33 0.2100 2.9600 -0.561670
10 STS33 0.2500 3.5500 0.823419
11 CFS33 0.0660 3.5000 0.398201
12 FFS33 0.0530 2.9500 -0.140678
13 NFS33 0.1700 3.2500 -0.545246
14 OFS33 0.2100 2.9600 -0.516122
15 SFS33 0.2500 3.55000 0.828700
16 CN17 0.0660 3.5000 0.153764
17 CN27 0.0660 3.5000 0.511147
18 FN18 0.0530 2.9500 -0.153290
19 FN28 0.0530 2.9500 -0.179270
20 ON9 0.2100 2.9600 -0.554590
21 SN10 0.2500 3.5500 0.843253
22 CP1S33 0.0660 3.5000 0.199513
23 CP222 0.0660 3.5000 0.557018
24 FP1S33 0.0530 2.9500 -01.40303
25 FP224 0.0530 2.9500 -0.181706
26 NPS33 0.1700 3.2500 -0.526543
27 OPS33 0.2100 2.9600 -0.510183
28 SPS33 0.2500 3.55000 0.852830
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Table S4: Harmonic bond parameters for pBvIm+.

# Bond Type kr (kcal/mol-Å2) r0 (Å)
1 CA-CS1S9 280.159 1.534
2 CA-HAS9 357.723 1.092
3 CA-NA2S9 287.313 1.478
4 CM-CM1S9 276.101 1.532
5 CM-CM2S9 276.101 1.532
6 CM-HMS9 363.651 1.083
7 CM-NA1S9 274.189 1.486
8 CM1-HM1S9 348.875 1.095
9 CM2-HM2S9 348.875 1.095
10 CM2-HM3S9 348.875 1.095
11 CR-HRS9 401.204 1.074
12 CR-NA1S9 464.417 1.385
13 CR-NA2S9 552.388 1.335
14 CS1-CS2S9 281.515 1.536
15 CS1-HS1S9 347.494 1.091
16 CS2-CTpS9 287.616 1.532
17 CS2-HS2S9 349.100 1.095
18 CTp-HTS9 351.780 1.093
19 CW1-CW2S9 531.524 1.352
20 CW1-HW1S9 396.395 1.081
21 CW1-NA1S9 410.333 1.386
22 CW2-HW2S9 395.457 1.079
23 CW2-NA2S9 408.436 1.384
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Table S5: Harmonic bond parameters for BmIm+.

# Bond Type kr (kcal/mol-Å2) r0 (Å)
1 iCA-iCS1S9 280.159 1.534
2 iCA-iHAS9 357.723 1.092
3 iCA1-iHA1S9 357.723 1.092
4 iCA-iNA2S9 287.313 1.478
5 iCA1-iNA1S9 287.313 1.478
6 iCR-iHRS9 401.204 1.074
7 iCR-iNA1S9 464.417 1.385
8 iCR-iNA2S9 552.388 1.335
9 iCS1-iCS2S9 281.515 1.536
10 iCS1-iHS1S9 347.494 1.091
11 iCS2-iCTpS9 287.616 1.532
12 iCS2-iHS2S9 349.100 1.095
13 iCTp-iHTS9 351.780 1.093
14 iCW1-iCW2S9 531.524 1.352
15 iCW1-iHW1S9 396.395 1.081
16 iCW1-iNA1S9 410.333 1.386
17 iCW2-iHW2S9 395.457 1.079
18 iCW2-iNA2S9 408.436 1.384
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Table S6: Harmonic bond parameters for AlCl−4 (1), BF−

4 (2), TfO− (3-5), TFSI− (6-9),
PfO− (10-14), and PFSI− (15-20).

# Bond Type kr (kcal/mol-Å2) r0 (Å)
1 Al-ClAS30 116.000 2.170
2 B-FBS30 290.000 1.393
3 CT-FTS33 441.800 1.323
4 CT-STS33 235.400 1.818
5 ST-OTS33 637.100 1.442
6 CF-FFS33 441.800 1.323
7 CF-SFS33 235.400 1.818
8 NF-SFS33 372.000 1.570
9 SF-OFS33 637.100 1.442
10 CN1-FN1S33 441.800 1.323
11 CN2-FN210 441.800 1.323
12 CN1-SNS33 235.400 1.818
13 SN-ONS33 637.100 1.442
14 CN1-CN220 134.000 1.529
15 CP1-FP1S34 442.000 1.340
16 CP2-FP215 442.000 1.340
17 CP1-SPS34 235.500 1.835
18 NP-SPS34 372.000 1.600
19 SP-OPS34 637.000 1.450
20 CP1-CP2S34 134.000 1.529
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S1.4 Commentary on the temperature range and implications for

real materials

Green et al. reports the degradation temperatures of four of the polyILs studied herein.S35

According to their results (“degredation” at 5% weight loss), pBvIm+-TFSI− and -TfO−are

stable at and below 600 K (our highest temperature), while pBvIm+-BF−

4 degrades at 568 K

and -Br−at 533 K. Although not all of these materials are stable at these temperatures (nor

do the experimental conductivities reported in literature extend to such high temperatures),

we are confident in our choice to investigate such temperatures to keep simulation run times

manageable. While there may be no material applications at these high temperatures, the

insights gained into the transport mechanism will be relevant at these “unphysical” temper-

atures in the same way that they are at lower temperatures. However, an order of magnitude

reduction in mobility, which could be expected with a temperature decrease of 50 to 100 K,

would require an additional order of magnitude of run time to access the diffusive regime.

Since the underlying physical insights are unlikely to diverge from those observed at the

current temperature levels, we see it as imprudent to probe lower temperatures.

S2 Details of Analysis

S2.1 Measuring association distance and determining an unbiased

cutoff radius

The “center” of the cations was taken to be the nitrogen labeled NA2 (polyIL) and iNA2

(IL). Likewise, we chose a single atom within each anion to represent its center: Al (AlCl−4 ),

B (BF−

4 ), Br (Br−), Cl (Cl−), SN (PfO−), NP (PFSI−), ST (TfO−), and NF (TFSI−).

These atom identifiers, and all other atom identifiers (associated with the data in Tables S1-

S12), can be located in Figure S1. For the spherically symmetric species and the linear
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Table S7: Harmonic angle parameters for pBvIm+. *Units kcal/mol-rad2

# Cent Atom Outer Atoms kθ* θ0 (deg)
1 CA CS1-HAS9 63.034 111.966
2 CA CS1-NA2S9 78.829 112.124
3 CA HA-HAS9 63.013 107.853
4 CA HA-NA2S9 71.809 106.307
5 CM CM1-CM1S9 86.605 113.354
6 CM CM1-CM2S9 86.605 113.354
7 CM CM1-HMS9 62.36 109.018
8 CM CM1-NA1S9 100.742 109.948
9 CM CM2-HMS9 62.36 109.018
10 CM CM2-NA1S9 100.742 109.948
11 CM HM-NA1S9 81.775 104.182
12 CM1 CM-CMS9 93.377 116.755
13 CM1 CM-HM1S9 65.863 109.352
14 CM1 HM1-HM1S9 54.233 108.068
15 CM2 CM-HM2S9 65.863 109.352
16 CM2 CM-HM3S9 65.863 109.352
17 CM2 HM2-HM2S9 54.233 108.068
18 CM2 HM3-HM3S9 54.233 108.068
19 CR HR-NA1S9 64.617 125.669
20 CR HR-NA2S9 66.082 125.132
21 CR NA1-NA2S9 252.744 109.164
22 CS1 CA-CS2S9 80.939 112.443
23 CS1 CA-HS1S9 67.208 109.146
24 CS1 CS2-HS1S9 55.219 108.941
25 CS1 HS1-HS1S9 56.563 107.458
26 CS2 CS1-CTpS9 80.4 114.212
27 CS2 CS1-HS2S9 59.461 107.908
28 CS2 CTp-HS2S9 58.884 109.477
29 CS2 HS2-HS2S9 82.095 106.005
30 CTp CS2-HTS9 63.976 111.352
31 CTp HT-HTS9 68.335 108.358
32 CW1 CW2-HW1S9 58.627 130.162
33 CW1 CW2-NA1S9 255.171 106.709
34 CW1 HW1-NA1S9 68.306 122.79
35 CW2 CW1-HW2S9 64.721 130.027
36 CW2 CW1-NA2S9 268.303 107.291
37 CW2 HW2-NA2S9 61.818 122.991
38 NA1 CM-CRS9 90.685 126.384
39 NA1 CM-CW1S9 97.374 125.886
40 NA1 CR-CW1S9 266.725 107.813
41 NA1 CA-CRS9 84.594 126.178
42 NA1 CA-CW2S9 88.387 126.334
43 NA1 CR-CW2S9 97.245 108.165
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Table S8: Harmonic angle parameters for BmIm+. *Units kcal/mol-rad2

# Cent Atom Outer Atoms kθ* θ0 (deg)
1 iCA iCS1-iHAS9 63.034 111.966
2 iCA iCS1-iNA2S9 78.829 112.124
3 iCA iHA-iHAS9 63.013 107.853
4 iCA iHA-iNA2S9 71.809 106.307
5 iCA1 iHA1-iHA1S9 63.013 107.853
6 iCA1 iHA1-iNA1S9 71.809 106.307
7 iCR iHR-iNA1S9 64.617 125.669
8 iCR iHR-iNA2S9 66.082 125.132
9 iCR iNA1-iNA2S9 252.74 109.164
10 iCS1 iCA-iCS2S9 80.939 112.443
11 iCS1 iCA-iHS1S9 67.208 109.146
12 iCS1 iCS2-iHS1S9 55.219 108.941
13 iCS1 iHS1-iHS1S9 56.563 107.458
14 iCS2 iCS1-iCTS9 80.4 114.212
15 iCS2 iCS1-iHS2S9 59.461 107.908
16 iCS2 iCT-iHS2S9 58.884 109.477
17 iCS2 iHS2-iHS2S9 82.095 106.005
18 iCTp iCS2-iHTS9 63.976 111.352
19 iCTp iHT-iHTS9 68.335 108.358
20 iCW1 iCW2-iHW1S9 58.627 130.162
21 iCW1 iCW2-iNA1S9 255.171 106.709
22 iCW1 iHW1-iNA1S9 68.306 122.79
23 iCW2 iCW1-iHW2S9 64.721 130.027
24 iCW2 iCW1-iNA2S9 268.303 107.291
25 iCW2 iHW2-iNA2S9 61.818 122.991
26 iNA1 iCA1-iCRS9 84.594 126.178
27 iNA1 iCA1-iCW1S9 88.387 126.334
28 iNA1 iCR-iCW1S9 266.725 107.813
29 iNA2 iCA-iCRS9 84.594 126.178
30 iNA2 iCA-iCW2S9 88.387 126.334
31 iNA2 iCR-iCW2S9 97.245 108.165
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Table S9: Harmonic angle parameters for AlCl−4 (1), BF−

4 (2), TfO− (3-6), TFSI− (7-13),
PfO− (14-21), and PFSI− (22-32). *Units kcal/mol-rad2

# Cent Atom Outer Atoms kθ* θ0 (deg)
1 Al ClA-ClAS30 50 109.5
2 B FB-FBS30 50 109.5
3 ST OT-OTS33 115.8 100.2
4 ST CT-OTS33 104 102.6
5 CT FT-FTS33 93.3 107.1
6 CT ST-FTS33 83 111.8
7 SF CF-NFS33 97.5 100.2
8 SF CF-OFS33 104 102.6
9 CF FF-FFS33 93.3 107.1
10 CF SF-FFS33 83 111.8
11 SF OF-NFS33 94.3 113.6
12 SF OF-OFS33 115.5 118.5
13 NF SF-SFS33 80.2 125.6
14 SN ON-ONS33 115.8 100.2
15 SN CN1-ONS33 104 102.6
16 CN1 FN1-FN1S33 93.3 107.1
17 CN2 FN2-FN217 93.3 107.1
18 CN1 SN-FN1S33 83 111.8
19 CN1 CN2-SN30 50 116
20 CN1 CN2-FN131 50 109.3
21 CN2 CN1-FN231 50 109.3
22 SP CP1-NPS34 97.5 100.2
23 SP CP1-OPS34 104 102.6
24 CP1 FP1-FP1S34 93.5 108.6
25 CP2 FP2-FP224 93.5 108.6
26 CP1 SP-FP1S34 83 110.4
27 SP OP-NPS34 94.5 111.4
28 SP OP-OPS34 116 120.2
29 NP SP-SPS34 40 121
30 CP1 CP2-SPS34 50 116
31 CP1 CP2-FP1S34 50 109.3
32 CP2 CP1-FP231 50 109.3
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Table S10: OPLS dihedral parameters for pBvIm+. *Units kcal/mol.

# Cent Bond Outer Atoms K1* K2* K3* K4*
1 CA-CS1 HA-CS2S28,S29 0 0 0.366 0
2 CA-CS1 HA-HS1S28,S29 0 0 0.318 0
3 CA-CS1 NA2-CS2S28,S29 -1.788 0.756 -0.288 0
4 CA-CS1 NA2-HS1S28,S29 0 0 0 0
5 CA-NA2 CS1-CRS28,S29 -1.659 -0.555 -0.375 0
6 CA-NA2 CS1-CW2S28,S29 -1.91 -1.5 0.29 0
7 CA-NA2 HA-CRS28,S29 0 0 0 0
8 CA-NA2 HA-CW2S28,S29 -1.4 -2.65 0.175 0
9 CM-CM1 CM1-CMS9 -0.775803 0.313249 4.69238 0.31007
10 CM-CM1 CM1-HM1S9 0 0 2.67777 0
11 CM-CM1 CM2-CMS9 -0.775803 0.313249 4.69238 0.31007
12 CM-CM1 CM2-HM1S9 0 0 2.67777 0
13 CM-CM1 HM-CMS9 0 0 2.67777 0
14 CM-CM1 HM-HM1S9 0 0 2.78174 0
15 CM-CM1 NA1-CMS9 0 0 4.44212 0
16 CM-CM1 NA1-HM1S9 -0.839253 -0.310509 4.68038 0.846371
17 CM-CM2 CM1-HM2S9 0 0 2.67777 0
18 CM-CM2 HM-HM2S9 0 0 2.78174 0
19 CM-CM2 NA1-HM2S9 -0.839253 -0.310509 4.68038 0.846371
20 CM-NA1 CM1-CRS9 2.45324 -0.559275 -0.813571 1.52831
21 CM-NA1 CM1-CW1S9 0 0 2.37904 0
22 CM-NA1 CM2-CRS9 2.45324 -0.559275 -0.813571 1.52831
23 CM-NA1 CM2-CW1S9 0 0 2.37904 0
24 CM-NA1 HM-CRS9 0 0 0 0
25 CM-NA1 HM-CW1S9 0 0 0.124 0
26 CM2-CM HM3-CM1S9 0 0 2.67777 0
27 CM2-CM HM3-HMS9 0 0 2.78174 0
28 CM2-CM HM3-NA1S9 -0.839253 -0.310509 4.68038 0.846371
29 CR-NA1 HR-CMS28,S29 0 4.651 0 0
30 CR-NA1 HR-CW1S28,S29 0 4.651 0 0
31 CR-NA1 NA2-CMS9 0 4.651 0 0
32 CR-NA1 NA2-CW1S28,S29 0 4.651 0 0
33 CR-NA2 HR-CAS28,S29 0 4.651 0 0
34 CR-NA2 HR-CW2S28,S29 0 4.651 0 0
35 CR-NA2 NA1-CAS28,S29 0 4.651 0 0
36 CR-NA2 NA1-CW2S28,S29 0 4.651 0 0
37 CS1-CS2 CA-CTpS28,S29 1.3 -0.05 0.2 0
38 CS1-CS2 CA-HS2S28,S29 0 0 0.366 0
39 CS1-CS2 HS1-CTpS28,S29 0 0 0.366 0
40 CS1-CS2 HS1-HS2S28,S29 0 0 0.318 0
41 CS2-CTp CS1-HTS28,S29 0 0 0.366 0
42 CS2-CTp HS2-HTS28,S29 0 0 0.318 0
43 CW1-CW2 HW1-HW2S28,S29 0 10.75 0 0
44 CW1-CW2 HW1-NA2S28,S29 0 10.75 0 0
45 CW1-CW2 NA1-HW2S28,S29 0 10.75 0 0
46 CW1-CW2 NA1-NA2S28,S29 0 10.75 0 0
47 CW1-NA1 CW2-CMS9 0 3 0 0
48 CW1-NA1 CW2-CRS28,S29 0 3 0 0
49 CW1-NA1 HW1-CMS9 0 3 0 0
50 CW1-NA1 HW1-CRS28,S29 0 3 0 0
51 CW2-NA2 CW1-CAS28,S29 0 3 0 0
52 CW2-NA2 CW1-CRS28,S29 0 3 0 0
53 CW2-NA2 HW2-CAS28,S29 0 3 0 0
54 CW2-NA2 HW2-CRS28,S29 0 3 0 0
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Table S11: OPLS dihedral parameters for BmIm+. *Units kcal/mol.

# Cent Bond Outer Atoms K1* K2* K3* K4*
1 iCA-iCS1 iHA-iCS2S28,S29 0 0 0.366 0
2 iCA-iCS1 iHA-iHS1S28,S29 0 0 0.318 0
3 iCA-iCS1 iNA2-iCS2S28,S29 -1.788 0.756 -0.288 0
4 iCA-iCS1 iNA2-iHS1S28,S29 0 0 0 0
5 iCA-iNA2 iCS1-iCRS28,S29 -1.659 -0.555 -0.375 0
6 iCA-iNA2 iCS1-iCW2S28,S29 -1.91 -1.5 0.29 0
7 iCA-iNA2 iHA-iCRS28,S29 0 0 0 0
8 iCA-iNA2 iHA-iCW2S28,S29 -1.4 -2.65 0.175 0
9 iCR-iNA1 iHR-iCW1S28,S29 0 4.651 0 0
10 iCR-iNA1 iNA2-iCW1S28,S29 0 4.651 0 0
11 iCR-iNA2 iHR-iCAS28,S29 0 4.651 0 0
12 iCR-iNA2 iHR-iCW2S28,S29 0 4.651 0 0
13 iCR-iNA2 iNA1-iCAS28,S29 0 4.651 0 0
14 iCR-iNA2 iNA1-iCW2S28,S29 0 4.651 0 0
15 iCS1-iCS2 iCA-iCTpS28,S29 1.3 -0.05 0.2 0
16 iCS1-iCS2 iCA-iHS2S28,S29 0 0 0.366 0
17 iCS1-iCS2 iHS1-iCTpS28,S29 0 0 0.366 0
18 iCS1-iCS2 iHS1-iHS2S28,S29 0 0 0.318 0
19 iCS2-iCTp iCS1-iHTS28,S29 0 0 0.366 0
20 iCS2-iCTp iHS2-iHTS28,S29 0 0 0.318 0
21 iCW1-iCW2 iHW1-iHW2S28,S29 0 10.75 0 0
22 iCW1-iCW2 iHW1-iNA2S28,S29 0 10.75 0 0
23 iCW1-iCW2 iNA1-iHW2S28,S29 0 10.75 0 0
24 iCW1-iCW2 iNA1-iNA2S28,S29 0 10.75 0 0
25 iCW1-iNA1 iCW2-iCRS28,S29 0 3 0 0
26 iCW1-iNA1 iHW1-iCRS28,S29 0 3 0 0
27 iCW2-iNA2 iCW1-iCAS28,S29 0 3 0 0
28 iCW2-iNA2 iCW1-iCRS28,S29 0 3 0 0
29 iCW2-iNA2 iHW2-iCAS28,S29 0 3 0 0
30 iCW2-iNA2 iHW2-iCRS28,S29 0 3 0 0
31 iNA1-iCR iCA1-iNA2S28,S29 0 4.651 0 0
32 iNA1-iCR iCA1-iHRS28,S29 0 4.651 0 0
33 iCW1-iNA1 iCW2-iCA1S28,S29 0 3 0 0
34 iCW1-iNA1 iHW1-iCA1S28,S29 0 3 0 0
35 iCA1-iNA1 iHA1-iCRS28,S29 0 0 0 0
36 iCA1-iNA1 iHA1-iCW1S28,S29 -1.4 -2.65 0.175 0
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Table S12: OPLS dihedral parameters for TfO− (1), TFSI− (2-5), PfO− (6-9), and
PFSI− (10-17). *Units kcal/mol.

# Cent Bond Outer Atoms K1* K2* K3* K4*
1 CT-ST FT-OTS33 0 0 0.3468 0
2 CF-SF FF-NFS33 0 0 0.316 0
3 CF-SF FF-OFS33 0 0 0.3468 0
4 NF-SF SF-CFS33 7.8329 -2.4904 -0.7636 0
5 NF-SF SF-OFS33 0 0 -0.0036 0
6 CN1-SN FN1-ONS33 0 0 0.3468 0
7 CN1-SN CN2-ON14 0 0 0.347 0
8 CN2-CN1 FN2-FN116 0 0 0.335 0
9 CN2-CN1 FN2-SN17 0 0 0 0
10 CP1-SP FP1-NPS34 0 0 0 0
11 CP1-SP FP1-OPS34 0 0 0.171 0
12 NP-SP SP-CP1S34 7.833 2.49 -0.764 0
13 NP-SP SP-OPS34 0 0 -0.0036 0
14 CP1-SP CP2-OPS34 0 0 0.347 0
15 CP1-SP CP2-NPS34 -0.288 1.247 -0.635 0
16 CP2-CP1 FP2-FP1S34 0 0 0.335 0
17 CP2-CP1 FP2-SPS34 0 0 0 0

asymmetric TfO− and PfO−, the choices could be naturally tied to the distributed charge

geometry, focusing attention on the region of concentrated negative charge. For TFSI− and

PFSI−, although the nitrogen does not reflect a charge-centered atom, it was selected to

ensure that only one atom represented each anion, and that the proposed center would not

reside where the association distance could be nonphysically close to zero. All hydrogen

atoms in the BmIm+ and pBvIm+ are left out of this figure to improve its clarity. Hydrogen

atoms are named to mirror the carbon atom to which they are connected. For example, the

hydrogen atoms bonded to CA are named HA. Likewise, those bonded to iCA are named

iHA. All anion atoms are explicitly labeled.

The cutoff distance is a critical quantity in a number of our analysis methods, including

the intermittent ion-association auto-correlation function (C(t)), continuous ion-association

auto-correlation function (S(t)), coordination profile, and ion hopping frequencies. C(t) was
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Figure S1: Mapping for all ions and polymers included in this study. The names shown above
correspond to those used in the tables for potential parameters, including non-bonded, bond,
angle, and dihedral energies. The positive- or negative-charged label indicates the cation
or anion center atom chosen to represent the ion in coordination and association studies.
Hydrogen atoms are left out for improved clarity. Naming convention for hydrogen atoms
mirrors that for their connected carbon atoms. Ions are as follows, from upper left to lower
right: BmIm+ (grey), pBvIm+ (grey), AlCl−4 (black), BF−

4 (red), Br− (green), TfO− (violet),
Cl− (blue), PfO− (brown), TFSI− (turquoise), and PFSI− (orange).

S-18



discussed at length in the main article, and the rest will be addressed throughout SI. Previ-

ously, we utilized a constant, arbitrarily chosen cutoff for the single anion type investigated

in atomistic molecular dynamics simulations of polyILs, PF−

6 .
S9–S11 Now, confronted with

varying physicochemical characteristics for each ion, a consistent, universal definition based

on the radial distribution function (g(r)) must be adopted. The choice is the distance at

which g(r) = 1 on the negative slope of the first coordination peak. We will refer to such

a distance as the radius of ionic association, which should not be confused with the radius

for ion pairing. Ion pairing distance is better represented by the radius at which the average

coordination number reaches 1.0. Figure S2 shows these distances, along with the radius of

BF4 PfO PFSI Br TfO AlCl4 TFSI Cl

4

5

6

7

8

r

Figure S2: Open symbols are cutoff distance based on the entire first peak of the radial
distribution function (g(r)). Solid filled symbols represent the radius at which the first
maximum in the radial distribution function is observed. The patterned symbols show the
radius at which the average coordination number is 1.0 (ion-pair cutoff distance). The ions
are presented left to right in order of conductivity/dynamics-decoupling extent from the
main article.

the maximum in the first peak of the g(r). For the spherical ions and TFSI−, the maximum
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peak falls beyond the ion-pair distance. This suggests that multiple anions can be closely

associated to a single cation. This is an important distinction, as we are purposely using

associated rather than bound to avoid implying that ions require higher energy to escape

association. This detail will emerge later in our analysis. To conclude this point, the maxi-

mum peaks for PfO−, TfO−, and PFSI− lie inside of the respective ion-pair cutoff, implying

that not all cations have a closely associated counterpart. It is worth noting the disparity

between the first-peak radius and the ion-pair radius in TFSI−, and to a lesser extent, AlCl−4 .

These two species emerge as key, highly decoupled species in the main article, and within

the SI, we devote some attention to analyzing the underlying origins. Finally, the overall

trends in the solid-filled and pattern-filled in Figure S2 follow the trend of the association

cutoff distance (open symbols). PFSI− and TFSI− have similar distances, as do PfO− and

TfO−. AlCl−4 falls between these two sets, while the remaining spherical species lie below

the rest, with the distances directly proportional to the ionic radius.

S2.2 Determining glass-transition temperatures from simulation

We determined the glass-transition temperatures (Tg) for all of the polyIL materials (Fig-

ure S5) and IL materials (Figure S3) evaluated in this study. We used the volumetric ex-

pansion method by quantifying density as a function of temperature. For ILs, fast structural

relaxation allows the materials to equilibrate quickly, thus enabling the use of a rapid cooling

rate of 5 K/ns. Beginning with a well-equilibrated configuration at 450 K, we continuously

and linearly cooled the sample to 100 K for 100 ns of simulation time. We used the NPT

ensemble using the same strategies employed for the production and equilibration procedure,

described in Section S1.2. Figure S3 summarizes the results, along with the fitting lines for

both high- (red) and low-temperature (blue) regions of the density curve. The green dotted

line on each graph draws the readers attention to the intersection point of the two fitting

lines. The value of temperature at these intersections represents Tg, and the IL Tgs are
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Figure S3: Plots of density versus temperature for ionic liquid (IL) materials. BmIm+ with
counterions: a) AlCl−4 , b) BF

−

4 , c) Br
−, d) Cl−, e) PfO−, f) PFSI−, g) TfO−, h) TFSI−.
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reported in Table S13 in column 2.

Table S13: Values of Tg extracted from the intersection of lines fit above and below Tg on
density versus temperature plots.

anion TgIL TgpolyIL

AlCl−4 213 231
BF−

4 205 185
Br− 239 222
Cl− 187 305
PfO− 211 227
PFSI− 219 232
TfO− 215 237
TFSI− 218 260

The Tgs for polyILs were more difficult to extract. PolyILs relax at a much slower rate,

causing uncertainty in the values of density extracted from rapid cooling simulations, such as

the ones executed for the IL materials. Furthermore, the range of possible values for Tg was

extensive upon initial inspection. Many early attempts were made to characterize Tg using

prior knowledge of experimental values for these materials. Tg is known from experiment

for five of the eight polyILs tested in this study, and an empirical fit between the molecular

volume of the ion pair and Tg, proposed by Bocharova et al., provided an estimate of the

unknown Tgs.
S36 The empirical formula is as follows,

1

Tg0
=
(

A+
B

V
1/3
m

+ CV 2/3
m

)

−1

− K

Vm
, (S4)

where Tg0 represents the Tg of an infinitely long polymer. This equation includes the term

containing a fourth adjustable parameter (K), which reflects the influence of variable molecu-

lar weight, described and cited to Ueberreiter and Kanig by Bocharova et al.S36,S37 Figure S4

summarizes this information, and a number of sources are credited with these experimental

results, while differing values are averaged to the value shown on this plot.S35,S38,S39 Molecu-

lar volume measurements were compiled from a number of other sources, with some results,
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Figure S4: Experimental and empirically derived infinite-length-polymer Tg for all polyILs
tested in this study.

specifically for some fluoronated ionic species and the polyIL backbone atoms, being derived

from group-contribution volume estimating.S40–S43 Given that such values represent the dy-

namics of infinitely long polymers, it is reasonable to assume that the lower molecular weight

tested in this study will lead to lower Tg. Our search space initially included 250 K to 600

K, depending on the material and the expected value of Tg. We tried the same procedure

used with success on the ILs for these ranges at cooling rates of 5 K/ns, 1 K/ns, and 0.4

K/ns. In all cases, we failed to isolate a repeatable and identifiable transition.

The FF parameters utilized in this study are not validated against experimental proper-

ties such as density in the polyILs. Nor are the molecular volumes, derived from experiment,

necessarily representative of such values in the simulation environment. Thus, we cannot

be certain that these materials will follow the same trends identified in real materials. This

makes it crucial to extract Tg from simulations. In a final attempt to extract Tg, we used

NPT simulations with 100 ns of equilibration time and 50 ns of production data collection

to compute the average density at over intervals of 25 K from 25 to 650 K. Figure S5 shows

the results of this procedure. We are encouraged by the obvious change in slope that occurs

near the Tg for each material. Values were extracted using the same procedure described for
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Figure S5: Plots of density versus temperature for polyIL materials. pBvIm+ with counte-
rions: a) AlCl−4 , b) BF

−

4 , c) Br
−, d) Cl−, e) PfO−, f) PFSI−, g) TfO−, h) TFSI−.
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ILs and are included in column 3 of Table S13 for the reader’s convenience. These values are

surprisingly low, given the experimental values shown previously. Even the trend is seen to

differ from the experimental results. We speculate that the use of empirically charge scaled

force fields to be a potential origin for such discrepancies.

S2.3 Commentary on conductivity and glass-transition tempera-

ture, and their impacts on observed decoupling outcomes

Figure S6(a) shows the raw conductivities reported as a function of inverse temperature. We

see that pBvIm+-BF−

4 and -TfO− approach their experimental counterparts, although they

were tested at slightly higher temperatures than in experiment. Since the temperature range

does not overlap, we cannot be sure that the slope seen for the simulation study matches that

of the real material. As for the pBvIm+-TFSI− and -PFSI−, the simulation conductivities

appear to be lower than those expected from experiments. The pBvIm+-TFSI− simulation

curve has a partial overlap with the highest temperatures probed by experiment. The slope

appears to be less negative for the simulation data, but the difference does not appear to be

great in the range considered.

Since the computed conductivities do not depart greatly from the experimental results, we

expect that the calculated Tg will drive any departures of the degree of decoupling between

this study and experiment. Indeed, we do see a difference in the order of decoupling from

Figure S6(b). For the experimental studies: BF−

4 > TFSI− > TfO− > PFSI−. Namely,

BF−

4 is the most decoupled in the experimental studies, but is the least decoupled in our

study. This arises from the low Tg computed for pBvIm+-BF−

4 , which is inconsistent with the

trend in Tg reported experimentally. By adjusting the value of Tg from that of simulation to

that of the experiment in Figure S6(c), we see that pBvIm+-BF−

4 lies in the correct relative

position, but that -TFSI− lies out of order. This would undoubtedly be attributed to the
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Figure S6: Experimental conductivities, reported by Heres 2019 (reference S44) and Iacob
2017 (reference S38). Nernst-Einstein conductivities of the same polyILs as reported in this
study. Conductivity plotted against (a) 1000/T, (b) Tg/T, and (c) adjusted Tg/T.
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conductivity being lower in the simulation than in experiment, as pointed out in reference

to the raw data in Figure S6(a).

It is unsatisfactory to compare simulation materials across temperatures normalized us-

ing a Tg based on experiment, just as it is foolish to expect that every system studied

using atomistic simulation should exactly reproduce every static and dynamic property. The

methodology used here to compute Tg is based on density, and many of the force field pa-

rameters used in this study were optimized to fit ionic liquid densities. While we cannot

boast excellent fit to IL Tg either, we postulate that this may be the most critical source

of error in computing Tg for the polymer systems: it results in a Tg far closer to the IL

Tg than to that of the real polyIL. Based on the need to compare systems using intrinsic

Tg, we settle for the imperfect Tg found from simulation, and any known (and unknown)

outliers, including pBvIm+-BF−

4 , must be acknowledged and considered when interpreting

these results.

S3 Unreported results

S3.1 Diffusivity and Nernst-Einstein Conductivity

In this study, we used the Einstein relation to compute diffusivity from ensembles of mean-

squared displacement (MSD):

D = lim
t→∞

1

6t

〈

(

r(t)− r(0)
)2
〉

. (S5)

We obtained the slope of the MSD by finding the line of best fit with the lowest standard

error for a set of continuous points spanning at least 40% of production simulation time and

beginning after at least 20% of the production run. We ceased trajectory collection after a

minimum of 80 ns (120 ns for polyILs) of elapsed real time, or 80 (120) million timesteps of
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NPT simulation. In many cases, longer production simulations were necessary for sufficient

decay of C(t) (discussed later). The power law fit of the MSD,

〈

(

r(t)− r(0)
)2
〉

= C0τ
β , (S6)

yields the parameter β, which can be used to characterize the linearity of the function.

Table S14: β linearity parameter for anions in all systems and temperatures

anion IL300K IL350K IL400K IL450K polyIL500K polyIL550K polyIL600K

AlCl−4 1.0001 0.99306 0.99522 1.0017 0.99213 0.99961 0.97382
BF−

4 0.99083 0.99944 1.0012 0.99948 0.94208 0.9949 1.0099
Br− 1.002 1.0023 1.008 0.98866 1.0083 1.0038 0.93964
Cl− 0.84264 1.0032 1.0013 0.99114 0.9827 0.95703 0.99264
PfO− 0.99112 1.0009 1.0099 1.0039 0.95254 0.92745 0.99193
PFSI− 0.9977 0.99911 1.0018 0.99632 0.99227 0.95673 0.99454
TfO− 0.99934 1.0051 0.99344 0.99445 0.98079 1.0033 0.98691
TFSI− 0.99082 0.99036 0.99914 0.99711 0.97983 0.97015 0.99516

Table S14 shows the quality of the results reported in this work. All β fall within 20% of

unity. Excluding BmIm+-Cl− at 300 K, all linearity parameters fall within 10% of unity.

Further excepting pBvIm+-PfO− at 550 K, all values are within 5% of unity. Table S15

Table S15: β linearity parameter for cations in all systems and temperatures

anion IL300K IL350K IL400K IL450K

AlCl−4 1.0025 1.0077 0.99371 1.0091
BF−

4 0.98842 0.9935 0.99377 0.99482
Br− 0.97428 0.99276 1.0047 1.0027
Cl− 1.0107 0.99394 0.99972 1.0042
PfO− 1.0094 0.98953 0.99833 1.0035
PFSI− 1.0029 0.99805 1.0076 1.001
TfO− 1.0001 0.99097 0.99747 0.99289
TFSI− 1.0027 0.97626 1.0083 1.0058

shows that β for the cation MSDs are even better behaved, all falling within 3% of unity.

Excepting two cases (BF−

4 300K and Br−300K), the rest fall within 1% of unity. Figure S7 shows
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Figure S7: BmIm+ diffusivity for all systems and temperatures

the diffusivities of the BmIm+ cations for each system and temperature. Figures S8 and S9

show MSD curves for all mobile ions in IL and polyIL systems. There are two mobile ion

types in the IL systems, represented by dotted (BmIm+) and solid (anions) lines. Figure S10

summarizes anion diffusivities for all IL and polyIL systems and temperatures. A few salient

features emerge from this figure. First, anions in ILs show a markedly steeper decline in the

logarithm of diffusivity than their polyIL counterparts. Additionally, the negative concavity

of the IL anion diffusivity curve suggests that probing lower temperatures would reveal

increasingly steep declines for all species. For polyIL anions, the linearity in Figure S10 is

striking, but no direct comparisons with ILs are possible due to the difficulty of accessing

dynamical properties for these systems at low temperatures.

While diffusivity is effective for quantifying ion mobility, conductivity is a more important

feature for designing materials for electrochemical devices. The Nerst-Einstein conductivity
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Figure S8: MSD for all ILs, anions, and temperatures.
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Figure S9: MSD for all polyILs, anions, and temperatures.
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Figure S10: Anion diffusivity for all ILs and polyILs included in this study

(σNE), given by

σNE =
Npair

V kBT

(

q2+D+ + q2
−
D−

)

(S7)

for a bicomponent ionic system, is sometimes used in computational studies due to the

ease of computing diffusivity, as discussed above. Derived from such a form, Figure S11

unsurprisingly shows similar trends to those identified in diffusivity.

S3.2 dc Conductivity

Calculations of dc conductivity from simulations are fraught with uncertainities due to the

accompanying statistical issues.S45 Hence, we did not report or discuss these results in the

main article.

We calculated dc conductivity directly using the Einstein relation, a modified version of
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Figure S11: Nernst-Einstein conductivity plotted against temperature from IL and polyIL
systems. ILs are shown at lower temperatures, with polyILs at higher temperatures.

the MSD ensemble that is shown in this equation:

σdc = lim
t→∞

e2

6tV kBT

N
∑

ij

zizj

〈

[

ri(t)− ri(0)
][

rj(t)− rj(0)
]

〉

. (S8)

We extracted the slope of the long-time average to obtain the dc conductivity. Due to

significant fluctuations at large t, we were forced to discard time scales of greater than 50% of

simulation times. In addition, to quantify the uncertainty inherent in our approach, we chose

to represent the ultimate conductivity as the average of a series of linear fits on distinct data

ranges from 0-50% of the simulation time. This average value, and its associated standard

deviation, provided the reported results for σdc and the associated error bars. Figures S12

and S13 show the result of the Einstein relation of Equation S8 with all ion-ion (including

self) interactions included (solid lines), plotted with the result when only considering self-

correlations (dotted line), which would derive the Nernst-Einstein conductivity.
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Figure S12: The Einstein relation result for all ILs, anions, and temperatures. Dotted lines
represent results from just self-correlated motion (i.e. Nernst-Einstein), while solid lines
include cross-correlation effects.
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Figure S13: The Einstein relation result for all polyILs, anions, and temperatures. Dotted
lines represent results from just self-correlated motion (i.e. Nernst-Einstein), while solid lines
include cross-correlation effects.
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Before leaving our discussion of conductivity, we must comment on the theoretical un-

derpinning for choosing the Nernst-Einstein conductivity as our mobility representation. We

extract anion diffusivity from the ensemble average mean-square displacement (MSD) over

time and as an average of the contribution from all anions. The implicit assumption within

this analysis is that all anions are mobile. Thus, from equations S5 and S7, one could ra-

tionalize the following transformation to reveal the theoretical basis for the Nernst-Einstein

conductivity in the systems under study.

σNE =
Npair

V kBT

(

q2+

(

lim
t→∞

〈MSD−〉t
6N−t

)

)

(S9)

Since there is one anion per pair, Npair = N−. We also know that D+ << D− for the systems

and temperatures under consideration. This results in an equation that is similar in form to

equation S8

σ = lim
t→∞

e2

6tV kBT

N
−

∑

i

z2i

〈

MSDi

〉

t
(S10)

Equations S9 and S10 are functionally equivalent, proving that the Nernst-Einstein assump-

tion is justified, and mobile ion density is correct.

S3.3 Relaxation timescales

In past work, ion-association dynamics have been a key thrust of our efforts in polyIL

simulations. The intermittent ion-association autocorrelation function C(t) is defined as

follows:

C(t) =

〈

h(t0)h(t0 + t)
〉

〈

h
〉 , (S11)

where h(t) takes a value of one if a pair of ions is associated and zero otherwise.S9–S11 In

essence, C(t) represents the probability of two ions being associated at time t given that

they were associated at time t = 0. We smooth the result by fitting a stretched exponential
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of the form

C(t) = a0 exp

(

−
( t

a1

)a2

)

, (S12)

with the timescale for relaxation taking the form

τC = a0a1Γ

(

1 +
1

a2

)

, (S13)

which is most easily understood as the probability that two ions are “associated” at time t
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Figure S14: Ion-association structural relaxation times for all systems and temperatures.

if they were associated at time t = 0. Note that all this information is conveyed in the same

detail within the main text. This function decays with a characteristic timescale τC , which we

proved in prior works was well-correlated with the structural relaxation time computed from

the decay of the maximum of the first peak in the self-intermediate scattering function.S9

To distinguish between the two values, we assign τC the moniker “ion-association structural

relaxation time,” with the implicit connection to the structural relaxation time assumed.
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Additionally, we computed the continuous ion-association autocorrelation function, S(t),

whose characteristic timescale is the average lifetime of ion-association “pairs.” This function

is defined by

S(t) =

〈

h(t0)H(t0 + t)
〉

〈

h
〉 , (S14)

where the new association variable H(t) is described by the following:

H(τ) =















1,
(

h(t) = 1
)

∀
(

t0 ≤ t < t0 + τ
)

0, otherwise.

(S15)

As with τC , we we fit S(t) to a stretched exponential form

S(t) = a0 exp

(

−
( t

a1

)a2

)

, (S16)

and the characteristic timescale was evaluated as

τS = a0a1Γ

(

1 +
1

a2

)

. (S17)

Figures S15 and S16 show the autocorrelation functions C(t) and S(t) for all systems and

temperatures. C(t) is represented by solid lines and S(t) by dotted lines, and both are

displayed for each counterion for polyILs and ILs. The average lifetime of ion-association

pairs is plotted on a logarithm scale versus temperature for all systems in Figure S17. While

τC for the halide ions showed much higher relaxation times compared with the other ions,

they show low values for τS. We are not able to explain the result for Br− at 450 K, and

suggest ignoring this outlier for the purpose of evaluating trends.

How does the τC behave when normalized with respect to polymer dynamics using T/Tg?

Figure S18 reveals IL curves with positive concavity, showing τC increases more steeply as the

S-38



10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-AlCl4

(a)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-BF4

(b)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-Br

(c)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-Cl

(d)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-PfO

(e)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-PFSI

(f)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-TfO

(g)

10
-3

10
-2

10
-1

10
0

10
1

10
2

t (ns)

0

0.2

0.4

0.6

0.8

1

  
  

  
  

  
  

C
(t

) 
  

  
  

  
  

  
S

(t
) 450 K

400 K
350 K
300 K

il-TFSI

(h)

Figure S15: Intermittent (C(t)) and continuous (S(t)) ion-association autocorrelation func-
tions for all ILs and temperatures. C(t) shown by solid lines and S(t) by dotted lines.
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Figure S16: Intermittent (C(t)) and continuous (S(t)) ion-association autocorrelation func-
tions for all polyILs and temperatures. C(t) shown by solid lines and S(t) by dotted lines.
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temperature approaches Tg. The pBvIm
+-Cl− and BmIm+-Cl− lines appear poised to cross,

whereas these curves crossed within our temperature range for diffusivity and conductivity.

This could be indicative of decoupling between conductivity and polymer dynamics in the

Cl− polyIL. Comparing polymer results across T/Tg for these relaxation times, we note the

following order of decoupling in ion and polymer dynamics: BF−

4 < PfO− < Br− ≈ PFSI− <

TfO− < AlCl−4 < TFSI− < Cl−. This is consistent with the results obtained in diffusivity.
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Figure S19: Diffusivity plotted against inverse ion-association relaxation time.

Figure S19 demonstrates that the polyIL diffusivity versus τC curves overlap, supporting this

interpretation.

S3.4 Local structural coordination

To characterize the structural features of our system, we calculated the radial distribution

functions g(r) between like and oppositely charged ions. The function g(r) is computed
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using the following formalism:

g(r) =
ρ(r)

ρ0
, (S18)

where ρ(r) is the average density of particles calculated within discrete 0.04 Å thick spherical

shells, and ρ0 is the expected density of uniformly distributed particles. We note two obser-

vations in each curve in Figure S20(e): 1) the value of g(r) at the maximum of the first peak

and 2) the value of the radius at which g(r) = 1. The latter is deemed the “cutoff radius” for

the purpose of evaluating ionic coordination behavior and ion-association states for dynamic

ion pair relaxation analysis, as was described in Section S2.1. Spherically symmetric ions

show an increasing cutoff distance roughly consistent with ion size based on experimental ion

volumes (see SI section S2.2 for details): Cl− < Br− < BF−

4 < AlCl−4 . pBvIm
+-Cl− clearly

shows two peaks that can be deconvoluted around 4 Å and and third association peak inside

the cutoff radius. It appears as if pBvIm+-Br− also has three associative peaks within the

computed cutoff radius. The fluoro-alkyl sulfates TfO−(violet) and PfO−(brown) are com-

parable in maximum-first-peak radius and cutoff distance, but PfO− shows a higher peak,

implying stronger binding to the polymer ions. The bis-(fluoroalkylsulfonyl)imides also show

similar cutoff distances, as well as significant spreading of the first peak. Once again, the

larger ion (PFSI−) has a smaller maximum peak radius and a higher maximum in the first

peak implying stronger binding to the cationic polymers.

In the main article, we discussed the salient features of the full g(r), particularly for

AlCl−4 . The full deconvoluted g(r) (broken down by nearest-neighbor ion) for all species are

shown in Figure S21. We will now elaborate on a few features of the three best performers

in the main article. pBvIm+-Br−(Figure S21(c)) shows features similar to those identified in

Cl− (Figure S21(c)), suggesting that these two ions share similar local coordination features,

including bulky ionic aggregates whose organization is influenced by the connectivity of poly-

merized monomers. The split between the first and second coordination shells is visible at a
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Figure S20: Radial distribution function for all ILs (a,c,e 450 K) and polyILs (b,d,f 500 K).
a) and b) correspond to anion-anion coordination, c) and d) to cation-cation coordination,
and e) and f) to cation-anion coordination. Part f is a reproduction of Figure 4(a) from the
main article
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Figure S21: Deconvoluted radial distribution function for all polyILs at 600K: a) AlCl−4 , b)
BF−

4 , c) Br
−, d) Cl−, e) PfO−, f) PFSI−, g) TfO−, and h) TFSI−. Dotted lines correspond

to full g(r) for cations-anions (red) and cations-cations(blue). Solid lines correspond to
nearest-neighbor ions as described in the legend.
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slightly higher distance than found in pBvIm+-Cl−. Considering Figure S21(b) for pBvIm+-

BF−

4 with these two systems, we can identify similarity in the shape of a hypothetical curve

traced through the maxima of each nearest-neighbor peak. For pBvIm+-AlCl−4 , that curve

looks roughly linear. On the other hand, each of the other spherical systems show distinct

weighting to lower distance. This is driven by closer association and subsequent exclusion of

ions outside of the first coordination shells. This same feature is evident in the sulfate ions,

whereas the sulfonylimides show features consistent with the pBvIm+-AlCl−4 curve.
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Figure S22: Population statistics for number of a) coordinating ions (Nc) and b) polymers
(Np) for polyILs at 600 K. Figure a) is replication of Figure 4(b) from the main paper for
clarity of discussion.

Figure S22 shows the population statistics of the polyIL systems for number of coordi-

nating ions and polymers. Figure S22(a) is a reproduction of Figure 4(b) of the main paper,

which displays the population statistics of ionic coordination. Beginning with the spher-

ically symmetric ions, the coordination number increases monotonically with size: Cl− <

Br− < BF−

4 < AlCl−4 . An inverse relationship thus emerges between the cutoff distance

and the strength of association, as characterized by the maximum peak quantity for g(r).

This reveals the following physical interpretation: small ions are associated more regularly

(more lattice-like) due to the lesser volume exclusion, while large ions are smeared across
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a larger volume, and are thus present in greater numbers within a given cutoff radius. In

fact, pBvIm+-AlCl−4 is starkly different than most of the materials in this study, showing a

broader population distribution with an average and maximum value significantly removed

from the closest ion, TFSI−. In the sulfates and sulfonylimides, the larger ionic species has

a lower coordination number, which is opposite to the spherically symmetric ions. We ra-

tionalize this result with the following addendum to to original physical interpretation. For

ions deviating from spherical geometry, all local structural distributions are smeared by the

irregularity of the side group fluorocarbons.

For the polymer coordination number observable in Figure S22(b), we see that all ions

have a maximum at Np = 2. The largest linear ion pBvIm+-PFSI− is the most smeared and

has the lowest average polymer coordination number, and caps a trend that suggests that

larger linear ions are associated with fewer polymers. Conversely, the spherical ions appear

to associate with a greater number of polymers as the ion increases in size, with pBvIm+-

AlCl−4 having the largest average polymer coordination number. It is unclear why the larger

spherical ions would promote greater polymer-polymer interactions, and what influence this

might have on the underlying transport mechanism. There is no evidence to suggest that

polymer-to-polymer hopping events are more effective than intra-polymer ones, although

more analysis is included later in this package.

What explains the high extent of decoupling for pBvIm+-AlCl−4 and -TFSI−, two large,

geometrically diverse ions? Recall that we identified the unique behavior of AlCl−4 in the

g(r) from Figure 4(a) of the main article, showing a much weaker extent of coordination

with the cations relative to the other spherical anions. We also pointed out in Fiqure 4(b)

of the main paper that AlCl−4 exhibits a much broader distribution and higher ionic coor-

dination number, supporting the delocalization seen in the g(r) plot. Figure S22(a) makes

it clear that TFSI− behaves similarly to AlCl−4 , with a distribution of ionic coordination

numbers shifted higher than other ions. For the sake of completeness, we now consider Fig-
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ure S22(b). It was previously postulated that PF−

6 diffuses by a mechanism involving, on

average, four interacting cations and two interacting polymers.S9 Herein, we can see poten-

tially two regimes emerging. First, as in PF−

6 -polyILs, spherically symmetric ions smoothly

shift to higher ionic and polymer coordination numbers with increasing size. AlCl−4 seems to

buck the decoupling trend due to a strong jump in ionic coordination number. For the linear

ions, with specific chemical groups, larger ions have lower ionic and polymer coordination

numbers. The deviation from TFSI− to PFSI− within ionic coordination number is much

greater than that from TfO− to PfO−. This could serve as a clue for why TFSI− performs

so well in decoupling. Regardless, it appears that the polymer coordination number does

not provide the right context for evaluating decoupling phenomena. This is apparent by

the locations of the top three perfoming ions, Cl−, TFSI−, and AlCl−4 within the series (no

correlation to the decoupling series). From the results developed in the deconvoluted g(r)

from Figures S21(a) and S21(h), we can surmise that the extra ionic coordination is fueled

by gaps forming within the polymer matrix. Such gaps could be sufficiently large or appro-

priately spaced to facilitate movement in the absence of polymer rearrangement, driving the

increased decoupling in AlCl−4 and TFSI−.

S3.5 Ion hopping signatures

In a past study, we presented results which supported ion hopping mechanism underlying

the mobility of ions in polyILs.S11 We refer the interested reader to the SI for that article

for a complete procedure and list of definitions for the various hopping frequencies. In short,

we identify two types of ion hopping events, intra- and inter-molecular, which occur when

ion-association pairs are formed or broken. Figure S23 shows the fraction of intra- and

inter-molecular hopping events that happen as a distribution of the number of coordinated

ions in the associated state. pBvIm+-PFSI− and -PfO− both tend to be less coordinated

during intra-molecular hopping events, and -Cl− to a lesser extent. AlCl−4 is the most highly
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Figure S23: Probability distributions of coordination number (Nc) in the associated state
for a) intra-molecular hopping events and b) inter-molecular hopping events.

coordinated ion is both hopping types, which is consistent with its distribution in the full

coordination space, as shown in Figure 4(b) in the main paper. Generally, the ions studied

here shift to lower coordination numbers to facilitate inter-molecular hopping. No discernable

pattern can be identified in this data to assist in developing conclusions related to decoupling

phenomena.

Figure S24(a) shows the frequency of hopping events for all ions at 600 K, ordered from

left to right by increasing degree of decoupling, as defined in the main article. The open

symbols represent the frequency of intra-molecular hopping events, the solid-filled symbols

show the frequency of inter-molecular events, and the pattern-filled symbols display the sum

of these two contributions (the total frequency). We see that there is no distinguishable

pattern in this data. However, we note the uncertainty in this result, since the hopping

frequency trend may manifest at at the same Tg/T . However, this speculation is mitigated by

the findings in Figure S24(b). Here, the frequency results for Cl− and TFSI− are extrapolated

in all three hopping types using a simple linear regression to align with the Tg/T values from

the other ions: 1) 600 K: AlCl−4 , Br
−, TfO−, PFSI−, and PfO−; 2) 500 K: Br−; 3) other:
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Figure S24: Open symbols are intra-molecular hopping frequency, solid-filled symbols are
inter-molecular hopping frequency, and pattern-filled symbols are total hopping frequency. a)
All three measures across ions (ordered by extent of decoupling from conductivity analysis)
at 600 K. b) The same analysis as part a, plotted for ions (overlapping and extrapolated) at
the same Tg/T .

TFSI− (680 K), Cl− (800 K). We are once again frustrated by results that are inconsistent

with the decoupling identified in conductivity. Nevertheless, one very interesting conclusion

is evident from these results: inter-molecular hopping constitutes the majority of hopping

events observed in these systems.

To expand this result, we now dive deeper into a total hopping framework. Figure S25(a)

plots the Tg-normalized ion hopping frequency (ft), a quantity which has been defined and

discussed in detail in Section S3.3 and previous works.S10,S11 The characteristic “cutoff”

distance over which a hopping event occurs, differing for each ionic species, was evaluated

to be the distance r at which g(r) = 1 following the first peak. It is clear that ion hopping

frequency is not the only contribution to conductivity decoupling, since Figures 2 and S25(a)

are not compatible.

This result seems inconsistent, since decoupling conductivity from segmental dynamics

likely results from the replacement of polymer-coordinated motion with ion hopping. Con-

sider, though, that ion hopping is a reversible process in which association states can be
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Figure S25: a) Comparison of the frequency of hopping events (ft) at respective Tg/T s for
all materials in this study. b) Plot of the ion-association structural relaxation time (τC) with
the average ion-pair lifetime (τS) to illustrate the comparative reversibility of ion hopping
events for each material.

separated by low activation barriers. More importantly, the reversibility of hopping events

may vary considerably for anions of different shapes and sizes. In Figure S25(b), the abscissa

is average lifetime of ion pairs (τS), the ordinate is ion-association structural relaxation time

(τC), and the ratio of these timescales serves as a benchmark for hopping reversibility. We

have exhaustively defined and discussed these values in Section S3.3 and previous publica-

tions.S9–S11 The ratio τC/τS represents the number of “conductivity-neutral” hopping events

per “conductivity-building” hopping event. Points closer to the lower right corner of the

plot correspond to states of lower hopping reversibility. Interestingly, the best performers

happen to be the two most decoupled materials, pBvIm+-Cl− and -TFSI−.

Figure S25 makes it unclear whether this lower reversibility completely explains the im-

provement over AlCl−4 for TFSI− and Cl−. If the ratio τS/τC is used to scale the total

hopping frequency, then a modified frequency can be obtained, representing the frequency

of conductivity-building hopping events. For a hypothetical decoupled material, such a

value would be directly proportional to conductivity in systems with similar polymer dy-
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namics. Figure S26 plots this modified hopping frequency against Tg/T . This graph bears
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Figure S26: Comparison of the modified hopping frequency over inverse glass-transition-
normalized temperature for all species in this study, where ft is modified by the ratio τC/τS,
representing the number of conduction hopping events.

remarkable similarity to Figure 2, confirming the influence of modified hopping frequency

on conductivity. The overlapping Cl− and TFSI− curves in Figure S26 suggest that, despite

the dissimilarity of these ions, their ion hopping dynamics are equivalent. Furthermore, the

shallow slope for these two ions indicates that their hopping frequency is less responsive to

changes in temperature, consistent with increased decoupling.

This qualitatively suggests that polymer segmental dynamics plays an important role in

the ion hopping mechanism for some systems, and less important role in others, leading to

the differences in decoupling phenomena observed in this study. Materials such as pBvIm+-

BF−

4 and -PfO− rely on segmental motion to open sufficient gaps in the polymer matrix for

diffusion of the anion. In contrast, the large trough in the cation-cation g(r) for pBvIm+-

AlCl−4 in Figure S21(a) must represent a sufficiently porous polymer matrix that permits
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substantial diffusion without the aid of segmental motion. The pBvIm+-TFSI− shares a

similar g(r) profile with -AlCl−4 , with two factors potentially responsible for improved con-

ductivity: a smaller diffusion radius for TFSI− and a smearing of charge over two halves

of the molecule, reducing electrostatic binding energy. While Cl−, the smallest ion in this

study, matches expectations as the most decoupled material,S46 it is still noteworthy that

its dense polymer matrix permits ion hopping without substantial polymer rearrangement.

S3.6 Degree of decoupling

A recent study by Wojnarowska et al. summarized the state of the art in quantifying

conductivity and segmental-dynamics decoupling.S47 When molar conductivity is 10−15 S/cm

at Tg, charge transport in a material is said to be perfectly coupled to structural relaxation

dynamics.S48,S49 Measuring such a quantity would allow us to utilize a decoupling index (Rσ)

such as Rσ(Tg) = 15 + log(σdc(Tg)).
S50,S51 Unfortunately, such a measure is intractable for

atomistic MD simulations near Tg. Alternatively, one can quantify temperature-dependent

coupling by analyzing the proportionality between σdcT and the structural relaxation time

extracted from rheology.S47 This relationship is expressed as follows,

(σT )−1

τ
∝ τ−ǫ, (S19)

with many studies having quantified the degree of decoupling using the ǫ parameter.S49,S52–S54

An ǫ > 0 places a material in the superionic regime, and higher ǫ corresponds with higher

degree of decoupling from structural dynamics.S47 Due to the long timescale for structural

relaxations, it is impractical to extract the timescale from rheology using atomistic MD sim-

ulations. Instead, we can apply the timescale for ion-association relaxations, which contains

contributions from both polymer-segmental and ion-relay dynamics.

Agapov et al. and Wang et al. demonstrated a correlation between chain rigidity (pro-
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portional to the fragility) and the degree of decoupling.S52,S53 Agapov postulated that ions

in high fragility polymers “move easily through the loose structure even when segmental

relaxation is slow...”S52 Sangoro et al. and Wojnarowska et al. later concluded that frus-

trated chain packing increases free volume available through which conducting ions might

move without the influence of polymer backbone motion.S47,S54 Wojnarowska et al. also

touted this theory that the degree of decoupling increases with increasing chain rigidity.S47

However, through coarse-grained and atomistic MD simulations of polyILs, Simmons and

coworkers cast doubt on the influence of fragility on degree of decoupling.S46 They reported

new evidence linking ion size with degree of decoupling.S46 Specifically, their coarse-grained

simulations revealed high sensitivity of degree of decoupling on free ion size and ion ag-

gregation.S46 These observations are qualitatively consistent with the experimental results

reported by Winey and coworkers on TAC+-Cl−, despite differences in these authors’ in-

terpretation of the underlying mechanism.S55 While Simmons attributed lower Tg to the

improved conductivity for the large polymerized ions, Winey focused on the influence of

charge delocalization on ion hopping.

Another approach to quantifying the degree of decoupling involves capturing the acti-

vation energy of σdc by fitting the Arrhenius equation above Tg.
S47 The dc conductivity is

generally modeled using the relationship

σdc(T < Tg) = eµ∞p∞ exp(
−DT0

T − T0

) exp(
−Ep

a

RT
), (S20)

which includes the high-temperature limits of the number density of simultaneously con-

ducting ions (p∞) and mobility (µ∞), the strength parameter D (related to the inverse of

fragility), and the Vogel temperature T0.
S56,S57 The first exponential, the Vogel-Fulcher-

Tamman (VFT) temperature dependence, is associated with the mobility,S56–S60 while the

Arrhenius term is derived from the conducting ion density.S56 As such, the activation energy
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of the conducting ion density can be understood as the energy barrier for ion hopping, while

the VFT form of mobility has been described as a reflection of the “coupling of segmental

motion of polymer backbone and ion motion.”S56 Nakamura and coworkers described VFT

temperature dependence at elevated temperature, transitioning to Arrhenius as temperature

decreases for rigid (1-ethyl-3-vinylimidazolium)-based polyILs.S61 In fact, such behavior if

often cited as typical for a superionic conductor; one whose ionic motion is decoupled from

polymer dynamics.S62

Since Tg captures polymer segmental relaxation rates in a convenient form, a natural

expression of decoupling may be the thermal activation energy of conductivity as a function

of temperature near Tg. Winey and coworkers, as discussed previously, show the conduc-

tivity logarithm of [TAC]+-Cl− exhibiting a less negative slope versus inverse temperature

compared to [TAC]+-TFSI−, consistent with a lower activation energy barrier.S55 Colby and

coworkers showed that short-linker polyILs have a lower activation energy for conductiv-

ity,S57 suggesting that long linker segments should be avoided if one seeks good decoupling

behavior. Removing this degree of freedom for material design could induce discovery of a

predictable counterion-size effect and eliminate the confusion caused by the results of Chen

et al. and similar studies due to their inclusion of long alkoxy- or similar linkers.S63 Addition-

ally, to avoid uncertainties in the impact of finite diffusion length in spherical nanoparticles

on dielectric response measurements, such as those found in the ER response study of Dong

et al.,S64 we further winnow the relevant experimental evidence to that of membranes or

other materials that can be safely assumed to be continuous at the nanoscale.

Can we extract an extent of decoupling from the correlation between ion-association struc-

tural relaxation time and conductivity? One can quantify temperature-dependent coupling

by extracting the power-law exponent (ǫ) relating conductivity (σ), absolute temperature

(T ), and the inverse structural relaxation time (τ) extracted from rheology.S47,S52,S53An ǫ > 0

places a material in the superionic regime, and higher ǫ corresponds with higher degree of
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decoupling to structural dynamics.S47 While we cannot access the structural relaxation time

from rheology from MD simulations, we begin by substituting the ion-association counterpart

(τC).

While diffusivity theoretically correlates with τC for polyILs, where the tethered ion

is mostly immobile, this correlation is unfounded for ILs with dual mobile ions as seen

in equation S7. Therefore, we need conductivity to extract a true degree of decoupling.
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Figure S27: (a) Nernst-Einstein conductivity and (b) dc conductivity versus τC for all sys-
tems, with solid fitting lines for comparison.

Figure S27 shows the Nernst-Einstein and dc conductvities inserted in equation S19 and

plotted against ion-association relaxation time. We switch from the degree of decoupling

ǫ to the degree of coupling 1 − ǫ to keep all values positive for Figure S28. Comparing

the idealized Nernst-Einstein case against the true dc conductivity, it is clear that we will

be unable to draw solid conclusions about degree of coupling from the analysis of true dc

conductivity due to large errors. Figure S27(b) shows values for 1− ǫ extracted from the dc

conductivity in Figure S27(b) for ILs (left bar) and polyILs (right bar). Results are mixed,

and errors were not directly computed but are clearly very large by visual inspection of

Figure S27(b), especially when rationalized in connection with the inherent uncertainties in
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Figure S28: Degree of decoupling (ǫ) values for each counterion IL (filled symbols) and
polyIL (open symbols) for (a) Nernst-Einstein conductivity and (b) dc conductivity.

the dc conductivity. The Nernst-Einstein representation in Figure S27(a) gives us a glimpse

of decoupling effects possibly induced by polymerization. Specifically, all IL (1−ǫ) values are

within 7% of unity, suggesting that conductivity is perfectly coupled to structural relaxation,

without regard to the counterion. If σdc/σNE holds constant for all temperatures, then this

trend will hold for dc conductivity as well. All polyILs have (1 − ǫ) values less than unity,

with no obvious trends due to ion size or other significant measures.
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