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22 S1 Surface structure of the Q3 silica surface

23

24

25 Figure S1. (a) Top view and (b) side view of the Q3 silica surface1 used in our model. The 

26 oxygen atoms are in red, the silicon atoms in yellow, and the hydrogen atoms in blue. The 

27 images are plotted using the visualization tool for molecular dynamics VMD.2

28
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29 S2 Force field equations and parameters 

30

31 The selected molecular models use Lennard-Jones (LJ) potential and coulombic interactions 

32 for modelling the intermolecular interactions. The pair potential uij between the i-th and j-th 

33 atoms, separated by a distance rij is calculated as:

,𝑢𝑖𝑗 = 4εij[(𝜎𝑖𝑗

𝑟𝑖𝑗)
12

― (𝜎𝑖𝑗

𝑟𝑖𝑗)
6] +

𝑞𝑖𝑞𝑗

4𝜋𝜀𝑜𝑟2
𝑖𝑗
 (S1)

34

35 where εsl and σsl are the depth and distance of the potential well for the LJ potential term, and 

36 εo is the vacuum permittivity, qi and qj are the charges on the i-th and j-th atoms. Table S1 

37 lists the parameters for the molecular models used in this work. The first term in Eq. (S1) is 

38 the Lennard-Jones potential function, and a cut-off radius of 1.2 nm is chosen for all cases. 

39 For the interactions between unlike atoms, the Lorentz Berthelot mixing rule is used, as in 

40 Ref. [1]. The last term in Eq. (S1) is the coulombic interaction, and it is calculated using the 

41 particle-particle particle-mesh method3 with a relative error in forces of 10-5. The 

42 intramolecular interactions are described by harmonic bond and harmonic angle equations 

43 except for the water molecules. The potential energy for bond Ebond and angle Eangle are 

44 calculated as:

𝐸𝑏𝑜𝑛𝑑 = 𝐾𝑏𝑜𝑛𝑑(𝑟 ― 𝑟𝑜)2 (S2)

，                            𝐸𝑎𝑛𝑔𝑙𝑒 = 𝐾𝑎𝑛𝑔𝑙𝑒(𝜃 ― 𝜃𝑜)2 (S3)

45

46 where the Kbond and Kangle are the stiffness parameters for bond and angle interactions, 

47 respectively; ro and θo are the equilibrium bond length and angle for the molecules, 



S4

48 respectively; r is the instantaneous distance between two bonded atoms, and  is the 𝜃

49 instantaneous angle for the relevant atoms. Table S2 reports the values of the parameters used 

50 in the bond and angle equations. 

51

52 Table S1. The parameters of Lennard Jones and columbic interactions

Molecule model Atom ε(kcal/mol) σ  (Å) Charge (e) OM distance(Å)

CO2 (EMP2) 4 C 0.0559 2.757 0.6512 -
 Oc 0.1597 3.033 -0.3256 -

H2O (TIP4P/2005) 5 Hw 0 0 0.5564 -
 Ow 0.1852 3.1589 -1.1128 0.1546

Si 0.093 3.6972 1.1 -
O(bulk) 0.054 3.0914 -0.55 -

O(silanol) 0.122 3.0914 -0.675 -

Silica1

 

 
H(silanol) 0.015 0.9666 0.4 -

53

54 Table S2. The values of the parameters for the bond and angle interactions

Molecule Bond Kbond 

(kcal/(mol·Å2))

ro (Å) Angle Kangle 

(kcal/(mol·rad2))

θo ()

CO2
4 C-Oc 1283.38 1.149 Oc -C-Oc 147.7 180

H2O5 Hw-Ow - 0.9572 Hw-Ow-Hw - 104.52
H-O 495 0.945 H-O-Si 50 115Silica1

O-Si 285 1.68 O-SI-O 100 109.5
    Si-O-Si 100 149

55

56

57

58
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60 S3 Water droplet on silica substrate

61

62 We performed a simple test for modelling a water droplet on the Q3 silica surface with a rigid 

63 tip4p/2005 water model at 333.15 K. SHAKE algorithm was used to apply the bond and 

64 angle constraints onto the rigid water molecules. Initially, a half sphere droplet of water 

65 (1737 molecules) with a radius of 3 nm was placed on the top of a silica slab, in a periodic 

66 simulation box with a size of 22.4×24.4×8 nm3. The snapshot of the system at the beginning 

67 of the simulation is shown in Figure S2 (a). The water droplet was obtained from an 

68 equilibrated water box at T = 333.15 K and the atmospheric pressure. The system was run 

69 initially using the Langevin thermostat algorithm6 for the system to reach thermal equilibrium 

70 quickly for the first 1 ns. Then, the system was run with the Nosé-Hoover chains thermostat7 

71 for the rest of the simulation until it was equilibrated. The system was found to be in 

72 equilibrium at around 6 ns. The snapshot of the system at the equilibrium state is shown in 

73 Figure S2 (b). A contact angle of zero was observed, as indicated by the snapshot. It was also 

74 found that the contact angle for the water droplet on the Q3 silica surface should be zero, as 

75 indicated in the MD simulations for the Q3 silica surface1 (with flexible SPC water model) 

76 and in the experiments for fully hydroxylated quartz surfaces.8

77

78 Figure S2 – Snapshots of the system for modeling a droplet on the silica substrate at: (a) the 

79 initial state, and (b) the equilibrium state. The images are plotted using the visualization tool 

80 for molecular dynamics VMD.2
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81 S4 Contact angle calculation

82

83 During the MD simulations, the 2D water density profile was obtained based on the 

84 coordinates of atoms. Firstly, the simulation box was divided into small bins (square columns) 

85 with a width of 0.2 nm in the x-direction and a height of 0.2 nm in the z-direction. Then, the 

86 time-averaged density was calculated in each bin every 1 ns to obtain the 2D density profile. 

87 As the CO2-water interface moves in the dynamic contact angle simulations, the interface 

88 estimated from the time-averaged density over every t = 1 ns may not be very accurate, 

89 especially at a high flow velocity. Therefore, for the simulations with the piston moving at 

90 greater than or equal to 1 m/s, the time-averaged density was obtained at every 0.01 ns by 

91 averaging the coordinates of the atoms in each bin. If the piston has moved one bin width 

92 forward (0.2 nm) in the x-direction, the 2D density profile is shifted one bin width back in the 

93 x-direction accordingly. Since the periodic boundary condition in the x-axis was applied, if 

94 the x-coordinates of the bins were smaller than 0 after the shift, it would be added back to the 

95 other end in the x-axis. Now we can calculate the average of 100 samples of these 2D density 

96 profiles to obtain the time-average density profile every t for the dynamic case.

97 After the 2D water density profile had been obtained, the curved interface was determined 

98 from the density contour at the location with a half of the bulk water density. Figure 3(a) 

99 shows how the contact angle was measured by fitting the data with a 2nd order polynomial 

100 function to calculate the bottom and top contact angles. The contact angles were calculated as 

101 the angles between the fitted polynomial functions and the horizontal lines which represent 

102 the silica surfaces, as shown in Figure 3(a). As the water density close to the silica surface 

103 varies significantly (Figure 3(b)), due to strong interactions between water molecules and the 

104 solid surface and the poor samplings near the surface, only the interface data that was 0.8 nm 

105 away from the solid surface was used to fit the polynomial function. In order to have the 2nd 
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106 order polynomial function to fit the interface data more precisely, the coordinates of the 

107 interface data that were within 1 nm to the centre of the channel height were not used for the 

108 fitting either. During the production run, the contact angles were calculated at every 1 ns 

109 from the 2D water density contour. The average and the standard deviations of the contact 

110 angles were then calculated.

111  

112 Figure S3. (a) An example of contact angle measurement. The data plotted with triangle and 

113 cross markers are used to fit the 2nd order polynomial function for the bottom and top parts, 

114 respectively. The light blue solid lines represent the position of the silica surfaces. The red 

115 dotted line is the middle of the channel height. (b) Density changes along the z-axis in the 

116 bulk water region. The gray solid lines represent the positions of the silica surfaces. 

117

118
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119 S5 Calculations of the cumulative percentage curve 

120

121 The equilibrium jump frequency in the parallel and perpendicular directions Ko,|| and Ko,⊥ 

122 were calculated using the coordinates of molecules obtained from the equilibrium simulations. 

123 Theoretically, the trajectories of the molecules in the three-phase contact line zone should be 

124 analysed. However, the three-phase contact line zone is subject to the large fluctuations due 

125 to the small number of molecules involved in the interface. Therefore, the analysis was done 

126 for the bulk water and CO2 regions in the first layers for the static case after equilibrium, by 

127 assuming that the behaviours of the molecules at the three-phase contact line would be 

128 similar. Since both the top and bottom silica surfaces were the same, only the molecules on 

129 the bottom layer were investigated. To calculate Ko,|| and Ko,⊥, we first counted the molecules 

130 of one fluid (water or CO2) on the first layer in the bulk region once the system was 

131 equilibrated (after 5 ns). The distance for each molecule had travelled from its initial position 

132 was then calculated every 1 ps. If the travelled distance of one molecule was greater than the 

133 parallel jump distance λ|| in the x or y directions, then we considered a parallel jump had 

134 occurred. Similar, if one molecule had travelled a distance greater than the perpendicular 

135 jump distance λ⊥, one perpendicular jump was counted. The cumulative counting lasted until 

136 most of the molecules had left from the first liquid layer near the surface. The cumulative 

137 percentage of molecules which had made a parallel jump or a perpendicular jump in the first 

138 layer was calculated as a function of time. Multiple cumulative percentage curves were 

139 obtained by repeating the counting process until the end of the simulations. In the end, the 

140 average cumulative percentage curve can be plotted and used to calculate Ko,|| and Ko,⊥, as 

141 shown in the manuscript. The method of block average was used to estimate the errors of Ko,|| 

142 and Ko,⊥.9 The cumulative percentage curves were divided into 10 blocks. At each block, the 

143 cumulative percentage curves were averaged, and Ko,|| and Ko,⊥ were calculated from the 
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144 averaged cumulative percentages curve. Then, the standard deviations of the Ko,|| and Ko,⊥ 

145 obtained from the 10 blocks were calculated as the estimated errors of Ko,|| and Ko,⊥.

146
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147 S6 Calculation of interfacial tension between CO2 and water

148 S6.1 Method

149 To calculate the interfacial tension of the CO2-water system at a specific temperature T, the 

150 CO2-water interface simulation was performed. At first, a simulation box of Lx = 20 nm and 

151 Ly = Lz = 5 nm was created and the periodic boundary conditions were applied in all three 

152 directions. Water molecules were generated randomly in the middle of the simulation box (-

153 4.9 nm < x <4.9 nm) and two groups of CO2 molecules were also generated and placed at the 

154 two sides of the water molecules (-9.9 nm < x < -5.1 nm and 5.1 nm < x < 9.9 nm). After the 

155 generation of the molecules, energy minimization was performed to avoid the large stresses 

156 induced by the overlaps between molecules. Three different simulation boxes were created 

157 with the same number of water molecules: 8,287 molecules, but different numbers of CO2 

158 molecules Nco2: (1) Nco2 = 336; (2) Nco2 = 848 and (3) Nco2 = 2,476. These three values of Nco2 

159 were estimated from the equation of state of the CO2 under three different pressures: P = 5, 

160 10 and 20 MPa. For the molecular dynamics simulation, the system was initially run under 

161 the Langevin thermostat6, 10 (under the constant number of molecules, constant volume and 

162 constant temperature ensemble, i.e. NVT ensemble) for the purpose of the quick relaxation 

163 and equipartitioning of kinetic energy for 0.1 ns. Afterward, the system was further 

164 equilibrated under the constant-number of molecules, constant temperature and constant 

165 pressure along the x-axis, i.e. NPxT ensemble for another 1 ns. The NPxT ensemble simulation 

166 was achieved by using both Nosé-Hoover chains thermostat and a Parrinello-Rahman 

167 barostat.7, 9, 11, 12 A temperature of 333.15 K was used, but six targeted normal pressures were 

168 considered in the simulations: Pxx = 3, 5, 10, 15, 20, and 25 MPa.  The system created with 

169 Nco2 = 336 was used for Pxx = 3 and 5 MPa; the system created with Nco2 = 848 was used for 

170 Pxx = 10 MPa; and the system created with Nco2 = 2,476 was used for Pxx = 15, 20, and 25 

171 MPa. After the equilibration under the NPxT ensemble, the simulations were switched to NVT 



S11

172 ensemble using a Nosé-Hoover chains thermostat and ran for 4.4 ns. The interfacial tension 

173 was calculated from the data obtained from the last 2.4 ns of the simulation. The time step of 

174 1 fs (10-15 s) was used. The force fields and molecular models were same as those used in the 

175 contact angle simulations. The damping parameters of the temperature and pressure were set 

176 to be 100 fs and 1000 fs, respectively, when applicable. The interfacial tension γ was 

177 calculated using the following equation:13

,𝛾 =
1
2𝐿𝑥 < 𝑃𝑥𝑥 ―

𝑃𝑦𝑦 + 𝑃𝑧𝑧

2 > (S4)

178 where Pxx, Pyy, and Pzz are the virial pressure components and Lx is the length of the box in 

179 the x-direction. The instantaneous value of γ was calculated at every 50 fs. The statistical 

180 errors of the surface tension were estimated by calculating the statistical inefficiency.9, 14, 15

181

182 For comparison, the interfacial tension between CO2-water was estimated from the static 

183 contact angle simulations from the Young-Laplace equation:

𝛾 =
Δ𝑃𝑠ℎ

2𝑐𝑜𝑠𝜃w
(S5)

184 where ΔPs is the difference between bulk CO2 pressure and bulk water pressure, h is the 

185 height of the channel, and θw is the static contact angle of the water phase. 

186

187 S6.2 Results

188 Figure S4 shows the interfacial tension computed from the results of the static contact angle 

189 simulations (Eq. (S5)) and from the CO2-water interface simulations (Eq. (S4)). The 

190 experimental data16 is also plotted in Figure S4 for comparison. It should be noted that the 

191 experimental data was obtained at 333.5 K instead of 333.15 K. We can see that the 

192 interfacial tensions calculated from the CO2-water interface simulations match well with the 

193 experimental data for CO2 pressure Pco2 < 10 MPa, while for Pco2 > 10 MPa the simulated 
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194 interfacial tension values are overestimated by around 15~30%. The values of interfacial 

195 tension calculated from the static contact angle simulations and Eq. (S5) were larger than 

196 those calculated from the CO2-water interface simulations as well as the experimental data. 

197 One possible reason for this discrepancy could be the Young-Laplace equation may not hold 

198 at the nano-scale, which may be caused by the differences between the pressures on CO2-

199 silica and water-silica interfaces and the bulk CO2 and water pressures. However, detailed 

200 studies are required to draw such a conclusion. Despite the difference at the high pressure, a 

201 similar trend was observed for all three cases, namely, the interfacial tension values 

202 decreased more rapidly for Pco2 from 0 to around 10 MPa, while the effect of the CO2 

203 pressure (or normal pressure for the CO2-water interface simulation) on interfacial tension 

204 was much less significant for Pco2 > ~ 10 MPa. This can be attributed to the fact that the 

205 density of the CO2 changes significantly for Pco2 increasing from 0 to around 13 MPa,17 

206 affecting the interfacial properties. For the dynamic contact angle simulations, the calculated 

207 Pco2 was around 20 MPa, therefore, γ = 0.035 N/m was used in the molecular kinetic theory 

208 (MKT) equations and the calculation of the capillary number Ca in this work, as reported in 

209 the manuscript.

210
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211 Figure S4. The interfacial tensions are plotted as a function of the bulk CO2 pressure. The 

212 pressure in the normal direction to the CO2-water interface simulations was assumed to be 

213 the bulk CO2 pressure, as the normal pressure should be statistically constant in both CO2 and 

214 water phases.

215
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