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Sum-rule analysis

As mentioned in the corresponding section of
the main text, applying sum rules to the rare-
earth Eu M;5 4 absorption edges is challenging.
We want to emphasize especially the following
points:

(i) The XAS show up to 70eV higher photon
energy than the M, edge very small but non-
negligible signals, which could be assigned to
Ms 4 contributions. Therefore, it is not clear
where to cut off the integration, which effects
both, the values of m; and mg.

(ii) The XMCD exhibits a nonzero contribu-

tion between the My and M, edges, by which
the separation of the edges is complicated, but
important for the exact determination of the
spin magnetic moment. Fig.S.1 illustrates
these two points. It shows also the averaged
XAS and normalized XMCD spectra [see Fig. 2
of the main text] and displays additionally on
the right axis how p; and pug change depend-
ing on where the cut-off of the M, absorption
edge is chosen. Furthermore, we indicate exem-
plarily three different energies (vertical dotted
lines) where one might separate the M; and My
absorption edges, which affects the magnetic
spin moment significantly. The shown energy



dependency of the magnetic moments displays
the range by which their value can vary and
therefore reflects the total error bars given by
the uncertainties of the separation of the two
edges.

(iii) Moreover it is known, that the relative
errors of the sum rule analysis for the heavy 3d-
metals is already up to 10 % and 20 % for orbital
and spin magnetic moment, respectively, and
increasing with the atomic number.! Hence,
we estimate the total errors for our sum rule
analysis to be up to 0.3 up for my and 0.6 up
for mg. Consequently, we want to point out
that the interpretation of our sum-rule analysis
can also allow a small but finite value of the
orbital magnetic moment which can originate
e.g. from a non-integer valence state of Eu.

Furthermore, we note that the presented sum
rule analysis is not considering that the evalu-
ated values of u; and pg are calculated from
the spectra measured at grazing incidence, and
therefore do not take the projection of the
moments along the X-ray beam into account.
However, we expect that for the isotropic 4f7
shell such corrections are negligible, and assume
that the applied field of 9 T is sufficient to align
the magnetic moment into the direction of the
photon k-vector. This is also confirmed by the
fact that the sum rule analysis for normal in-
cidence (not shown here) results in the same
magnetic moments as for grazing incidence.

Temperature dependence

Fig.S.2 shows the averaged XAS and nor-
malized XMCD spectra for 0.6 ML EuCot on
Gr/Ir(111) measured with an external magnetic
field of B = 9T in grazing incidence at a sam-
ple temperature of 7' = 5K (black), ' = 7K
(red), and T'= 10 K (blue). The spectral shape
shows only a weak dependence on the temper-
ature but changes in the XMCD peak height
due to the increased spin fluctuations with in-
creasing temperature are seen. Within the error
bar the magnetic orbital moment stays constant
close to zero, i.e. pup = (—0.1 £0.3) up. With
increased temperature, the magnetization de-
creases by 9% and 10 %, respectively, as com-
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Fig.S. 1: (a) Polarization-averaged XAS £ (u*+
w1~ ) (black solid line) of the Eu M5 and My
edges measured at grazing incidence with 0 =
60°, 5K, 9T, and with left (™) and right (u™)
circularly polarized X-rays. The spectra are
presented on a vertical scale that has been ad-
justed to zero in the pre-edge region and to one
at the peak maximum of the averaged XAS (see
main text). Also indicated is a step function
(green dashed line) used to separate the Mj;,
contributions (blue area) from the continuum.
The right y axis displays the magnetic orbital
moment depending on the cut-off after the My
edge (red solid line), which we obtain by sum
rule analysis. (b) Normalized XMCD (ut—pu7)
(black solid line and yellow area). The right
y axis displays the magnetic spin moment de-
pending on the cut-off after the M, edge for
exemplary three different energies (vertical dot-
ted lines at 1138.4eV, 1146.6 eV and 1154.5eV)
separating the absorption edges.

pared to the value at 5 K. We attribute the re-
duction in magnetization to increased spin fluc-
tuations with increasing temperature.

Radiation damage

In the XAS and XMCD measurements shown
in Fig.2 (main text) we carefully avoided ra-
diation damage by tuning the flux of the X-
rays and the illuminated area on the sample.
To get insight into the potential effect of ra-
diation damage on our molecular system, we
additionally took spectra after intentionally in-
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Fig.S. 2: Polarization-averaged XAS (a) and
normalized XMCD (b) for 0.6 ML EuCot on
Gr/Ir(111) measured with an external magnetic
field of B = 9T in grazing incidence at a sam-
ple temperature of 7' = 5K (black), ' = 7K
(red) and T'= 10K (blue).

ducing radiation damage by increasing the flux
of the X-rays. Fig.S.3 displays how radiation
damage changes the absorption spectra. By in-
creasing the X-ray flux by about an order of
magnitude, the synchrotron radiation damages
the molecular system slightly, which results in
small changes of the fine structure of the XAS
Ms5 edge but leaving the XMCD unaffected (see
inset). As a consequence, the radiation damage
changes the values of m; and mg by 10% to
smaller values. The displayed changes in the
fine structure by the radiation are fully devel-
oped and not further increasing with additional
measuring time.

Interestingly, despite the small changes in the
spectral shape, the effect of the radiation dam-
age is crucial with respect to the hysteresis
and the associated magnetic ordering within the
wires. The radiation damage leads to a clos-
ing of the hysteresis loop shown in Fig. 3 (main
text) and therefore destroys the ferromagnetic
ordering within the wires (see Fig.S.4). The
curvature of both magnetization curves is not
influenced by the radiation damage. How ex-
actly the radiation influences the structure of
the wire stays unclear and has to be investi-
gated further. But presumably the radiation or
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Fig.S. 3: Polarization-averaged XAS (a) and
normalized XMCD (b) for 0.6 ML EuCot on
Gr/Ir(111) measured with an external magnetic
field of B = 9T in grazing incidence at a sample
temperature of 7' = 5 K. The effect of radiation
damage is displayed by comparison of the spec-
tra without damage (black solid line) and with
intentionally induced damage (red solid line).

the created photoelectrons break some bonds in
the cyclooctatetraene-ring and thereby destroy
the indirect coupling between the Eu-ions which
cannot be mediated afterwards. The lineshape
of the averaged XAS displays a divalent Eu?*
state, for both, the spectra with and without
radiation damage.

Theoretical determination of
the valence stability

In order to theoretically determine the valence
stability in 4f systems, one needs to calculate
the total energy difference between a divalent
f"[spd]? and a trivalent f"[spd]® configura-
tion. Unfortunately, evaluation of this energy in
conventional DFT is not possible because of the
poor description of the 4f electron correlations
within this theory. However, for localized sys-
tems wherein the Coulomb interaction is much
stronger than the hybridization between 4 f and
valence electrons, one can evaluate the valence
of the system using the Born-Haber cycle within
the DFT approach.*® The essential assumption
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Fig.S. 4: Comparison of the field-dependent
XMCD signal at the Eu M5 edge for —9 <
B < 9T without radiation damage (of differ-
ent sample prepared in the same manner as in
[Fig. 3. (b)], red curve) and after intentionally
inducing damage (green curve). Both curves
are normalized such that the XMCD at B=9T
has the value 1.0. Insets magnify the magneti-
zation in the range —1 < B < 1T.

in the Born-Haber cycle is that the 4 f electrons
are so localized that they behave the same in
the atom and in the solid. In this respect, the
expression for the energy difference between a
pure divalent and a pure trivalent configuration
is the following

EIIfIII = (Etot - Eatom)[[ - (Etot - Eatom)III
— Eg— AE,

(1)
wherein FEj,; is the total energy, Euiom is the
energy of an isolated atom, Eyq is called the
promotion energy from 4f to 5d and finally
AFE. corresponds to the atomic correction en-
ergy. The latter two values used here are taken
from Ref.* More details about the Born-Haber
cycle can be found in Refs.®5

Using the expression above for the energy sta-
bility of di- and trivalent configurations, we
have determined the valence stability of a bare
Eu wire and a EuCot wire. The results pre-
dict that for both systems the valence configu-
rations are divalent. The corresponding energy
in equation (1) is equal to —1.94¢eV for a bare

wire and —2.08eV for a EuCot wire. The va-
lence energy for a bulk Eu atom has been re-
ported to be —0.78 eV in Ref.,®> which also fa-
vors the divalent configuration. Hence, the for-
mation of EuCot does not change the divalent
configuration of the Eu atoms from their bulk
values. These results are in agreement with
the experimental observations made here and
with previous theoretical results.®® We note
that a determination of valence stability us-
ing the Born-Haber cycle is unique in distin-
guishing metastable configurations from abso-
lute stability, something which methods based
on e.g. the LDA+U method suffer from. Fur-
thermore, knowledge of the energy position of
the 4f shell with respect to the Fermi level,
as provided by the Born-Haber cycle, allows to
estimate at which energies this channel for elec-
tron tunneling in STM experiments may open
up.

The electronic structure is modelled by the
full- potential linear muffin-tin orbitals (FP-
LMTO) code RSPt.1%!! Strongly correlations
in the materials are treated by a combination
of DFT and DMFT (DFT + DMFT). Details of
this implementation have been presented else-
where. 1271°

Theoretical estimates of fi-
nite temperature effects of
the coercive field

In order to establish a realistic value of the
nearest neighbor Heisenberg exchange, we first
calculated the ordering temperature Ty as a
function of the nearest-neighbor exchange in-
teraction J in the absence of anisotropy (see
Fig.S.5). Note that the nearest-neighbor inter-
action J is only along the wire; direct exchange
between the wires is set to zero. From the figure
we conclude that in order to obtain an order-
ing temperature of T, = 6 K, the Heisenberg
exchange interaction must be 1.2meV. We take
this as a realistic strength of the exchange of
EuCot.

While in theory TA"° is the temperature
where the phase transition from ferromagnetic
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Fig.S. 5: Simulations of the ordering tempera-
ture T as a function of exchange interactions
J. The crystalline anisotropy K is set to zero.

to paramagnetic state occurs, we have defined
T, in experiment as the temperature at which
the coercive field disappears. To compare ex-
periment and theory, we have calculated finite-
temperature values of the coercive field, us-
ing Monte Carlo simulations and an effective
spin Hamiltonian that contains nearest neigh-
bor Heisenberg exchange, dipole-dipole interac-
tion, a magnetic anisotropy term and a Zeeman
energy (see equation (1), main text). Note that
the nearest-neighbor interaction J is only along
the wire; direct exchange between the wires
is set to zero. We show in Fig.S.6 the sim-
ulated value of the coercive field with respect
to the strength of the exchange interaction and
the magnetocrystalline anisotropy. Note that
three different temperatures were considered,
1K, 3K, and 5K. It is clear that the coercive
field is larger for enhanced values of the magne-
tocrystalline anisotropy and exchange interac-
tion, which is to be expected. We also show in
Fig.S. 7 the value of the coercive field as func-
tion of temperature, for a fixed value of J, i.e.
1.2meV, and for varying values of magnetocrys-
talline anisotropy. We find that the coercive
field decays very fast with respect to temper-
ature. Due to noise and the discrete simula-

tion mesh of the magnetic field in the calcu-
lation, the coercivity never goes down to ex-
actly zero. We thus mark in Fig.S.6 by white
contour lines the values for J and K at which
the coercive field is as low as 20mT. We can
then extract values for J and K that match
the experiment. In experiment, the coercivity
vanishes between 5 and 7K. Values of J and
K slightly above the white line in the topmost
panel of Fig. S. 6 would thus be consistent with
the experiment. For an exchange interaction
J = 1.2meV, the theoretical value needed to
have a T of 6 K (see Fig. S.5), an anisotropy of
more than 0.6 meV would be required, while for
J = 2.4meV, around 0.3eV anisotropy would
suffice.

It is well known that close to the critical tem-
perature, but also at very low temperatures,
quantum effects occur and the Boltzman dis-
tribution of the thermal bath, as it is applied
in our simulations, should be modified. It is dis-
cussed in literature 61" that a (semi-) quantum
description of the thermal bath in Monte Carlo
simulations leads to a rescaled classical temper-
ature. Hence, it can be argued that the temper-
ature for which one should extract from Fig. S.7
an appropriate anisotropy should be somewhat
smaller than the experimental temperature of
5K. We have therefore estimated that at 3K
a magnetic anisotropy of 0.5meV results in a
coercive field of 200mT, which is close to the
experimentally observed value.
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Fig.S. 6: The coercive field B®*" in T, repre-
sented by the color scale, is shown as a function
of the uniaxial magnetocrystalline anisotropy
K and the nearest-neighbor interaction J for
three different temperatures (different panels).
The white line is the contour line where the co-
ercive field is 20mT. Note that the color scale
is adjusted for every temperature.
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Fig.S. 7: Coercive field B“*" as a function of
temperature T for different values of the uni-
axial magnetocrystalline anisotropy K. The
nearest-neighbor interaction J is 1.2 meV. Lines
are added to guide the eye.



