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Technical Details of the DFT Calculations

All electronic structure calculations were performed using spin-polarized density functional

theory (DFT) as implemented in the Vienna Ab-initio Simulation Package (VASP).S1 To

allow for a decent accuracy at affordable computational cost the exchange-correlation energy

was calculated at the generalized gradient approximation (GGA) level using the revised

Perdew-Burke-Ernzerhof (RPBE) functional.S2 The electron density was converged using

the Pulay-mixing scheme with a mixing fraction of 0.1 for the total charge density and 0.4

for the magnetization density. The wave functions were constructed in a plane wave basis

up to an energy cutoff of 400 eV, with the projector augmented wave (PAW) method used

to describe the higher energy features. For the determination of the Kohn-Sham orbital

populations, an error function distribution was used with a width of 0.2 eV on the (311)

surface and 0.02 eV on the (110) surfaces. The Brillioun zone was sampled at only the Γ-

point on the (311) surface and using a 2 × 1 × 1 Γ-centered k-point mesh for the (110)-A

and (110)-B surfaces.

A crucial issue when using GGA functionals for systems with localized 3d electrons like

Co3O4 is to correct for the over-delocalization of these electrons caused by the spurious self-

interaction present in these functionals.S3 As in our previous work,S4,S5 we corrected for this

using the GGA+U method introduced by Anisimov and coworkers.S6–S8 For Cr, Mn, Fe, Co,

and Ni, we used the values of the U parameter determined in ref S9 using a self-consistent

linear-response approach we developed previously.S4 For V, we calculated a value of 3.89 eV.

For location minimum energy structures, the conjugate gradient algorithm was used with

a convergence criterion of 0.05 eV/Å for the force on each atom. To locate transition states

corresponding to saddle points, a nudged elastic band (NEB)S10,S11 calculation was first

performed with a convergence criterion of 0.3 eV/Å for the force on each atom. The NEB

contained 6 images if a stable hydroxyl intermediate state was found and 10 images otherwise.

By interpolating along the resulting reaction trajectory, an initial guess for the transition

state was identified which was then optimized further using the dimer methodS12 until the
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force on each atom was converged within 0.05 eV/Å. In a few cases, the transition state was

not located at a saddle point but at a crossing between the potential energy surfaces of two

electronic states. In these cases, we used a method for locating such intersystem crossings

that we implemented in VASP. Details of this method are given in the section Method for

Locating Intersystem Crossings. These calculations were also converged to atomic forces of

0.05 eV/Å. All structures found using the dimer method were verified to be true transition

states by displacing the structure 0.1 Å in both directions along the dimer mode and per-

forming a geometry optimization on each one to ensure that they converged to the correct

reactant (or intermediate) and product structures.

Method for Locating Intersystem Crossings

The method we implemented in VASP for locating an intersystem crossing between the

potential energy surfaces of two electronic states is adapted from the method of Bearpark

et al. for locating a conical intersection.S13 The only difference is that we neglect coupling

between the two states by the Hamiltonian, as this is outside the context of the Kohn-Sham

formalism. This method is implemented in VASP by running calculations of two images

(labeled 1 and 2) in parallel that have the same geometric structure but different electronic

structures. Because the two images have different electronic structures, the forces on the

atoms in each one will be different. We define the 3N dimensional (N is the number of atoms

in the system) reaction coordinate g as the normalized difference in these force vectors F1

and F2,

g =
F1 − F2

‖F1 − F2‖
. (S1)

We then project out the force along this direction from either of the two images (the result

is independent of which image we use) and add a force back along this direction that is
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proportional to the difference between the energies E1 and E2 of the two electronic states,

F = F2 − (F2 · g)g + α(E1 − E2)g . (S2)

The resulting force vector F is used with a conjugate gradient algorithm to locate the inter-

system crossing. The parameter α is used to adjust the weight of the force along the reaction

coordinate and was always set to a value of 10 Å
−1

.

Method for Constraining Atomic Magnetic Moments

An additional challenge associated with systems having localized 3d electrons is that the

electronic structure can often converge to several different local minima, typically associated

with different spin states of each transition metal atom.S14 In order to force the system to

converge to a particular electronic state, we found it necessary to first run a calculation

in which the magnetic moment on each transition metal atom is constrained to a certain

value, and then use the resulting geometry and electronic structure as an initial guess to

an unconstrained calculation. The magnetic moments were constrained using a method we

implemented in VASP that assigns a penalty function to the Kohn-Sham energy functional

of the form

Ec.m. =
1

2
λ
∑
I

(MI −M0
I )2 , (S3)

where M0
I is the constrained value of the magnetic moment MI on atom I. The magnetic

moment on each atom I is calculated by defining a projection operator PI onto the subspace

of 3d orbitals on this atom. These projection operator are the same as the projection

operators used to define the 3d subspaces within the GGA+U method implemented in VASP

(c.f. ref S15). A pseudo version of these projection operators is defined according toS15

P̃I =
∑
i,j∈I

|p̃i〉 〈φi|PI |φj〉 〈p̃j| . (S4)
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The magnetic moment on at I is then defined as

MI = n↑I − n
↓
I , (S5)

where nσI is the population of the spin-σ 3d subspace on atom I calculated using the pseudo

Kohn-Sham orbitals ψ̃σn with occupancies fσn

nσI =
∑
n

fσn 〈ψ̃σn|P̃I |ψ̃σn〉 . (S6)

Finally, taking the variations of the energy penalty function in eq (S3) with respect to the

pseudo Kohn-Sham orbitals leads to a constraining potential Vc.m. that can be added to the

Kohn-Sham potential to force the magnetic moments towards the constrained values,

Vc.m. = λ
∑
I

(MI −M0
I )P̃ I , (S7)

where λ is an adjustable strength for the penalty function. In practice, λ was set to 1 eV,

or to higher values in cases where the system still did not converge to the correct electronic

state.

Procedure for Checking the Converged Electronic State

The electronic structures were checked for all calculations to ensure that all the 3d metal

centers converged to the correct oxidation state and spin state. Table S1 shows the numbers

of spin-up and spin-down 3d electrons on each metal corresponding to a given oxidation and

spin state. Ni and Co exist in low-spin configurations while Fe and Mn exist in high-spin

configurations. The high- and low-spin states are equivalent for Cr and V.

The number of 3d electrons of each spin on an atom was computed by counting the

number of eigenvalues of the 3d orbital population matrices for that atom that were larger
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than a threshold of 0.9. The assignment of electrons was considered to be unambiguous as

long as all eigenvalues were above 0.9 or below 0.8. In some cases, there were eigenvalues

between 0.8 and 0.9, making assignment of oxidation and spin states ambiguous. This

procedure was used in our previous workS4,S5 and is similar to a method proposed by Sit et

al.S16 The orbital population matrices on each atom were determined using the quasiatomic

orbital method of Qian et al.S17 which we implemented in VASP. Details of this approach

are also given in our previous work.S4,S5,S9

Table S1: Number of spin-up and spin-down 3d electrons (n↑/n↓) for different
oxidation and spin states (HS = high-spin, LS = low-spin) of the metal cations

3+ 4+ 5+
Ni LS 4/3 3/3
Co LS 3/3 3/2 3/1
Fe HS 5/0 4/0 3/0
Mn HS 4/0 3/0 2/0
Cr 3/0 2/0 1/0
V 2/0 1/0 0/0

Calculation of Free Energy Differences

reproduced and modified from ref S4

To determine the free energies of the different intermediates in the catalytic cycle, we use

an approach similar to that of Rossmeisl, Nørskov, and coworkers in which the free energy of

a proton and electron is determined by use of a reference reaction.S18,S19 The most commonly

used reference reaction is the hydrogen evolution reaction whereby the proton and electron

are in equilibrium with H2 gas at 1 bar, which is referred to as the computational hydrogen

electrode. A more convenient choice for this study is to use the OER itself as the reference

reaction so that the proton and electron are in equilibrium with O2 at 1 bar and liquid water

2 H2O −−⇀↽−− O2 + 4 H+ + 4 e− . {S1}
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At the potential where this reaction is in equilibrium (η = 0), the free energy of the proton

and electron is equal to

G◦(H+ + e−) =
1

2
G◦(H2O)− 1

4
G◦(O2) . (S8)

Due to the poor description of the O2 molecule in DFT,S19,S20 we use H2 gas as the refer-

ence along with the experimental free energy of the OER, which is 4.92 eV under standard

conditions so that

G◦(H+ + e−) =
1

2
G◦(H2) + 1.23 eV . (S9)

When the overpotential is non-zero, the free energy of the proton and electron is simply

increased by the overpotential η multiplied by the elementary charge

G(H+ + e−) = G◦(H+ + e−) + eη . (S10)

Since we only consider neutral systems in this study, it is not required to know the free

energies of the proton and electron separately. Finally, since the elementary steps of the

OER are written under alkaline conditions in the manuscript, we require the equality

G(e−) +G(H2O)−G(OH−) = G(H+ + e−) . (S11)

This equality exists because self-ionization of water is an equilibrated process.

The other species for which a reference free energy is needed is liquid water. To get this

value, we use the energy of water in the hexagonal ice structure at 0 K calculated by the same

computational methods used throughout this study. The unit cell parameters used for this

calculation (after relaxation) were a = 7.82 Å and c = 8.63 Å and the cell contained 8 water

molecules. The results of this calculation give a cohesive energy of 0.50 eV per H2O. Using

the cohesive energy of ice at 0 K rather than the experimental free energy of vaporization of
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water at standard conditions is reasonable because we do not include thermal effects in any

of the other calculations in this work.

Derivation of the Rate Expression in Equation (1)

When the non-electrochemical water addition step is rate limiting, the turnover frequency

(TOF) of a site is given by

TOF = k3PR , (S12)

where k3 is the intrinsic rate constant for non-electrochemical water addition and PR is the

probability of the site existing in the reactant state from which this reaction proceeds. This

probability is given by the Boltzmann distribution,

PR =
exp
(
− GR

kBT

)
∑
i

exp
(
− Gi

kBT

) , (S13)

where GR is the free energy of the reactant state and the sum in the denominator runs over

all possible states of the site (including the reactant state) with free energies Gi.

In our simplified kinetic model, we assume that the site can exist four possible states,

differing by the oxidation state of the (M–O)a and (MO)b centers. State R corresponds

to both of these centers being in oxidized. State Ha and Hb correspond to the (M–O)a

or (M–O)b center being reduced, respectively, while the other is oxidized. State HaHb

corresponds to both centers being reduced. The relative free energies of these four states are
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given by

GHaHb = 0 , (S14)

GHa = e(η2 − η) , (S15)

GHb = e(η1 − η) , (S16)

GR = e(η1 + η2 − 2η) . (S17)

In writing the free energy expression for state Ha , we have assumed that the free energy to

oxidize the (M–O)b center is the same regardless of whether the (M–O)a center is oxidized

or reduced. Using these free energy expressions in eq (S13) for PR and substituting into eq

(S12) gives the rate expression in eq (1) of the main text,

TOF =
k31 + exp

−e(η − η1)
kBT



1 + exp

−e(η − η2)
kBT




. (1)

Derivation of Equation (17)

The scaling relation used in ref S21 (eq (16) in the main text) expresses the formation free

energy of the OOH intermediate on a given site in terms of the formation free energy of the

OH intermediate (although these formation energies are called binding energies in ref S21),

∆GHOO∗ = ∆GHO∗ + b′ . (S18)

The formation free energies are defined as the free energy to form the intermediate from liquid

water and bind it to an undercoordinated metal cation on the surface, with the protons and

electrons removed in the process going to the reversible hydrogen electrode (RHE). Eq (16)
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states that the formation free energies of the two intermediates are offset by a constant

energy b′. This offset is equal to the free energy to form the OOH intermediate from the OH

intermediate, which is equivalent to the sum of steps 1 and 3′ in the main text. Therefore,

it is equal to

b′ = e(η1 + η3 + 2.46 V) , (S19)

where the additional term 2UOER accounts for that fact that the RHE is used as the reference

for the proton and electron free energies in ref S21, while the equilibrium potential of the

OER (1.23 V vs. the RHE) is used in the present manuscript. Finally, making use of eqs

(13) and (14) in the main text allows us to write b′ in terms of the offset b of the scaling

relation in (15),

b′ = −b+ e(ηH + ηH2O + 2.46 V) . (17)
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Activity Plot for the (110)-A Surface
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Figure S1

Structures of Surfaces Used in the Calculations

The three different surfaces examined herein were built from an optimized Co3O4 bulk crystal

containing 8 formula units per unit cell and with an optimized lattice parameter of 8.16 Å.

The surfaces were modeled as periodic slabs which were cut from the bulk and terminated

in such a way that neutral surfaces were obtained with no net dipole moment normal to the

surface. The periodic slabs were separated by a vacuum layer having a thickness of at least

7 Å. More details can be found in ref S4.

The doped active sites were created by replacing the two Co centers Ma and Mb (shown
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in Figure 1 in the main text) with other 3d transition metals. For each surface and doping,

four states of the active site were examined. These states are labeled HaHb , Hb , R, and P

and are shown in Figures S2 – S4 for the three surfaces. In state HaHb both the (M–O)a

and (M–O)b centers are in the reduced state, in state Hb the (M–O)a center is oxidized

while the (M–O)b center is reduced, and in state R both centers are oxidized. State P

is the product state of the water addition reaction. In addition to these states, a single

transition state labeled TS was determined for the water addition step on the (311) and

(110)-B surfaces. Two transition states were determined on the (110)-A surface, the first

(TS-1) corresponding to the H+/e– transfer process and the second (TS-2) corresponding to

the O–O bond formation process.

In all of the surface states examined, the Co cations in the surface outside of the active

site were kept in fixed oxidation states, which are indicated in Figures S2 – S4 for the three

surfaces. For some of the active sites on the (110)-A and (110)-B surfaces, it was not possible

to converge these Co cations to the correct oxidation state in certain surface states. In these

cases, either the Co4+ cations or all of the octahedrally coordinated Co cations in the surface

were replaced by the less reducible of the dopant metals in the active site. These structures

are labeled “M(IV)-all” and “M-all” in Tables S5 – S10, respectively.

On the (110)-A surface, two configurations were examined for each doping composition.

In the first configuration, labeled “b”, the more reducible metal is placed in the lower position

on the active site. In the second configuration, labeled “t”, the more reducible metal is placed

in the upper position.
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RH2OR P

Hb HaHb TS

Figure S2: Structures of different states of the (311) surface. Oxidized metal centers in the
+4 oxidation state are indicated in light green.
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RH2OR P

Hb/b HaHbTS2/b

TS1Hb/t TS2/t

Figure S3: Structures of different states of the (110)-A surface. Oxidized metal centers in
the +4 oxidation state are indicated in light green.
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RH2OR P

HaHbHb TS

Figure S4: Structures of different states of the (110)-B surface. Oxidized metal centers are
indicated in light green for the +4 oxidation state and dark green for the +5 oxidation state.

Tables of Selected Bond Distances
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Figure S5: Labels for atom on each active site used to define the bond distances in the
transition state for water addition listed in Tables S2 – S4
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Table S2: Selected bond lengths (Å) in the transition states for sites on the
(311) surface. Atom labels are defined in Figure S5.

Ma Mb Oa –Ow Ow –Hw Ob –Hw Ow –Hc

V V 1.820 1.928 0.987 2.117
V Mn 1.803 1.945 0.985 2.203
V Co 1.800 1.962 0.984 1.915
V Cr 1.798 1.947 0.986 2.085
V Ni 1.814 1.930 0.987 2.080
Mn Mn 1.811 1.862 0.990 2.320
Mn Co 1.823 1.888 0.989 1.920
Mn Cr 1.807 1.856 0.991 2.099
Mn Fe 1.804 1.845 0.991 2.221
Mn Ni 1.855 1.703 1.007 2.280
Co Co 2.057 1.687 1.004 1.819
Co Cr 1.983 1.723 1.002 1.927
Co Fe 1.961 1.842 0.992 1.878
Cr Cr 2.140 1.719 1.004 1.891
Cr Fe 1.917 1.871 0.990 1.978
Fe Fe 1.931 1.905 0.989 2.013
Ni Ni 2.015 1.715 1.004 1.974
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Table S3: Selected bond lengths (Å) in the transition states for sites on the (110)-
A surface. Atom labels are defined in Figure S5. See the section Structures of
Surfaces Used in the Calculations for the meaning of “M(IV)-all”, “t”, and “b”.

Ma Mb Oa –Ow Ow –Hw Ob –Hw Ow –Hc

V V t 1.847 2.194 0.982 2.533
V Mn t 1.843 2.140 0.983 2.433
V Fe t 1.842 2.174 0.982 2.446
V Cr b 1.878 2.192 0.983 2.501
V Cr t 1.842 2.193 0.981 2.472
V Co b 1.896 2.151 0.983 2.465
Mn Fe t 2.058 2.160 0.985 2.272
Fe Fe b 2.083 2.191 0.985 2.196
Fe Cr b 2.110 2.080 0.989 2.296
Fe Co b 2.042 1.973 0.986 2.297
Co Co b 2.077 1.830 1.001 2.108
Co Co t 2.093 1.980 0.989 2.164
M(IV)-all
V Fe b 1.870 2.280 0.982 2.441
V Co b 1.900 2.180 0.984 2.499
V Co t 1.863 2.130 0.983 2.230
Mn Mn b 1.921 2.340 0.985 2.459
Mn Mn t 2.054 2.083 0.987 2.415
Mn Fe b 1.857 2.220 0.986 2.272
Mn Cr b 1.908 2.060 0.991 2.362
Mn Co b 1.902 2.040 0.992 2.286
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Table S4: Selected bond lengths (Å) in the transition states for sites on the (110)-
B surface. Atom labels are defined in Figure S5. See the section Structures of
Surfaces Used in the Calculations for the meaning of “M-all” and “M(IV)-all”.

Ma Mb Oa –Ow Ob –Hw Ow –Hw

Cr Co 2.077 1.103 1.372
Cr Cr 2.001 1.077 1.431
Cr Fe 1.961 1.060 1.467
Co Co 2.052 1.384 1.100
M-all
V V 1.937 1.020 1.642
V Mn 1.844 1.045 1.512
V Fe 1.943 1.018 1.652
Cr Co 2.094 1.125 1.334
Cr Cr 2.022 1.079 1.421
Mn V 1.850 1.078 1.428
Mn Mn 1.869 1.082 1.412
Mn Co 2.071 1.587 1.028
Mn Cr 1.927 1.386 1.099
M(IV)-all
V V 1.954 1.022 1.628
V Mn 1.788 1.017 1.649
Cr Cr 2.022 1.079 1.421
Cr Fe 1.943 1.046 1.510
Mn V 1.826 1.059 1.465
Mn Cr 1.944 1.379 1.102
Mn Fe 1.913 1.339 1.123
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Tables of Calculated Energies

Table S5: Calculated energies for sites on the (311) surface

Ma Mb η1 η2 ∆G3 ∆G‡3 ∆G3′ ∆G‡3′
V V eV eV eV eV

V V -0.51 -0.17 1.63 1.94 1.47 1.77
V Mn -0.50 0.15 1.37 1.71 1.52 1.86
V Co -0.54 0.53 0.92 1.24 1.45 1.76
V Cr -0.52 0.60 0.88 1.18 1.48 1.78
V Ni -0.47 0.72 0.71 1.07 1.43 1.79
Mn Mn -0.19 0.16 1.11 1.59 1.27 1.75
Mn Co -0.14 0.51 0.60 1.09 1.10 1.60
Mn Cr -0.16 0.53 0.66 1.17 1.19 1.70
Mn Fe -0.18 0.61 0.61 1.09 1.22 1.70
Mn Ni -0.14 0.72 0.44 0.99 1.15 1.70
Co Co 0.21 0.49 0.16 0.81 0.65 1.30
Co Cr 0.19 0.50 0.22 0.89 0.73 1.39
Co Fe 0.01 0.55 0.35 0.97 0.90 1.51
Cr Cr 0.34 0.57 0.05 0.71 0.62 1.28
Cr Fe -0.05 0.61 0.40 0.97 1.01 1.58
Fe Fe -0.07 0.68 0.34 0.93 1.02 1.61
Ni Ni 0.41 0.69 -0.15 0.59 0.54 1.28
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Table S6: Calculated energies for sites on the (110)-A surface. See the section
Structures of Surfaces Used in the Calculations for the meaning of “M(IV)-all”,
“t”, and “b”.

Ma Mb η1 η2 ∆G3 ∆G‡3 ∆G3′ ∆G‡3′
V V eV eV eV eV

V V t -0.35 -0.09 1.46 2.00 1.37 1.90
V Mn t -0.33 0.52 0.74 1.29 1.26 1.80
V Fe t -0.34 0.84 0.50 1.03 1.33 1.86
V Cr b -0.08 0.60 0.53 1.22 1.13 1.82
V Cr t -0.25 0.65 0.62 1.16 1.27 1.81
V Co b -0.04 0.00 1.01 1.79
Mn Fe t 0.20 0.81 0.00 0.81 0.80 1.62
Co Co b 0.75 0.87 -0.70 0.51 0.18 1.38
Co Co t 0.82 0.81 -0.70 0.55 0.11 1.36
Fe Fe b 0.52 0.97 -0.50 0.67 0.47 1.64
Fe Cr b 0.69 0.75 -0.43 0.87 0.33 1.62
Fe Co b 0.69 0.82 -0.57 0.78 0.26 1.60
M(IV)-all
V Fe b 0.00 0.66 0.56 1.18 1.21 1.83
V Co b -0.05 0.00 1.03 1.79
V Co t -0.358 0.85 0.49 0.98 1.34 1.83
Mn Mn b 0.121 0.53 0.26 1.20 0.79 1.73
Mn Mn t 0.23 0.42 0.26 1.16 0.68 1.58
Mn Fe b 0.016 0.00 0.94 1.69
Mn Cr b 0.199 0.00 0.76 1.64
Mn Co b 0.241 0.00 0.64 1.57
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Table S7: Calculated energies for sites on the (110)-B surface. See the section
Structures of Surfaces Used in the Calculations for the meaning of “M(IV)-all”
and “M-all”.

Ma Mb η1 η2 ∆G3 ∆G‡3
V V eV eV

Cr Co 0.39 0.56 -0.22 1.26
Cr Cr 0.38 0.69 -0.33 1.16
Cr Fe 0.00 0.00 0.20 1.25
Co Co 1.14 0.47 -0.78 0.73
M-all
V V -0.16 -0.50 1.67 2.29
V Mn -0.11 -0.54 1.68 2.26
Cr Co 0.43 0.43 0.15 1.40
Cr Cr 0.27 0.68 0.06 1.20
Mn Mn 1.24 -0.26 0.13 1.04
Mn Co 1.05 0.84 -0.69 0.81
M(IV)-all
V V -0.14 -0.38 1.56 2.24
V Mn -0.11 -0.46 1.65 2.19
Cr Cr 0.45 0.70 0.03 1.11
Cr Fe 0.44 0.46 0.22 1.15
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Table S8: O–H and O–OH bond dissociation energies for sites on the (311)
surface

Ma Mb ∆GO−H ∆GO−OH

eV eV
V V 3.14 0.77
V Mn 3.15 0.71
V Co 3.12 0.78
V Cr 3.14 0.75
V Ni 3.18 0.80
Mn Mn 3.47 0.96
Mn Co 3.51 1.13
Mn Cr 3.49 1.04
Mn Fe 3.47 1.01
Mn Ni 3.51 1.08
Co Co 3.86 1.58
Co Cr 3.84 1.51
Co Fe 3.66 1.33
Cr Cr 3.99 1.61
Cr Fe 3.61 1.22
Fe Fe 3.59 1.21
Ni Ni 4.07 1.69
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Table S9: O–H and O–OH bond dissociation energies for sites on the (110)-A
surface. See the section Structures of Surfaces Used in the Calculations for the
meaning of “M(IV)-all”, “t”, and “b”.

Ma Mb ∆GO−H ∆GO−OH

eV eV
V V b 3.51 1.06
V V t 3.31 0.86
V Mn t 3.32 0.97
V Fe t 3.32 0.90
V Cr b 3.57 1.10
V Cr t 3.40 0.96
V Co b 3.61 1.22
Mn Fe b 3.76 1.39
Mn Fe t 3.86 1.43
Mn Cr b 3.91 1.51
Mn Cr t 4.03 1.59
Mn Co b 3.98 1.68
Mn Co t 3.90 1.51
Fe Fe b 4.17 1.76
Fe Fe t 4.23 1.82
Fe Cr b 4.34 1.91
Fe Cr t 4.32 1.85
Fe Co b 4.35 1.98
Fe Co t 4.24 1.79
Cr Cr b 4.41 1.95
Cr Cr t 4.40 1.94
Cr Co b 4.32 1.92
Cr Co t 4.23 1.81
Co Co b 4.41 2.06
Co Co t 4.47 2.12
M(IV)-all
V Mn b 3.60 1.13
V Co b 3.60 1.20
V Co t 3.30 0.89
Mn Mn b 3.78 1.44
Mn Mn t 3.88 1.55
Mn Fe b 3.67 1.29
Mn Cr b 3.85 1.47
Mn Co b 3.90 1.59
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Table S10: O–H and O–OH bond dissociation energies for sites on the (110)-B
surface. See the section Structures of Surfaces Used in the Calculations for the
meaning of “M(IV)-all” and “M-all”.

Ma Mb ∆GO−H ∆GO−OH

eV eV
Cr Co 4.05 1.89
Cr Cr 4.04 1.88
Co Co 4.80 2.54
M-all
V V 3.50 1.06
V Mn 3.54 1.09
V Co 3.60 0.86
V Fe 3.47 1.02
Cr Co 4.08 1.66
Cr Cr 3.92 1.49
Mn Mn 4.89 2.36
Mn Co 4.71 2.08
M(IV)-all
V V 3.51 1.05
V Mn 3.54 1.04
V Fe 3.45 1.01
Cr V 4.10 1.40
Cr Cr 4.10 1.51
Cr Fe 4.10 1.55
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