
S1 

 

Supporting Information: Criticality of Symmetry in 

Rational Design of Chalcogenide Perovskites  

A. Nijamudheen and Alexey V. Akimov* 

Department of Chemistry, University at Buffalo, The State University of New York, Buffalo, 

NY 14260-3000 

*Corresponding author. Email: alexeyak@buffalo.edu  

S1. Details of the computational methodology 

 The crystal structures of the studied systems are refined by a variable-cell optimization of the 

initial guess structures (selected based on the experimental studies of BaZrS3 (BZS) structure
1,2

) 

using DFT. The electronic exchange and correlation are described by using the PBE functional.
3
 

The core electrons are accounted for implicitly via the PAW atomic pseudopotentials, whereas 

the plane waves are used to describe the valence electrons. For the geometry optimizations and 

the DOS calculations, a plane wave cutoff of 45 Ry and a density cutoff of 350 Ry are used, 

while the Brillouin zone is sampled using a 7×4×5 k-point mesh. All electronic structure 

calculations, ground state MD simulations, and phonon calculation have been performed using 

the Quantum Espresso package.
4
 We have computed the infrared (IR) active phonon modes of 

the simplest unit cell of BZS at the Γ point. A 3×3×2 k-point mesh is used for the optimization of 

this unit cell and for the self-consistent calculation to produce the wave-function required the 
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phonon calculations. The absence of any imaginary frequencies verifies BZS as a minimum in 

the potential energy surface.  

 Ground state molecular dynamics (MD) trajectories of 3.2-3.5 ps length have been computed 

using velocity Verlet integration scheme with the time steps of 1 fs. The ground state MD 

trajectories are used to perform non-adiabatic coupling (NAC) calculations and subsequent NA-

MD simulations. For the ground state MD simulation, we sample the Brillouin zone by a 3×2×2 

k-point mesh. Initial benchmarking shows that the use of 3×2×2 k-point mesh can produce 

reasonably accurate geometries and energies  for the perovskite unit cells compared to the 

calculations using a denser 7×4×5 k-point mesh (the details are given in the section 8 of SI). It 

significantly improves the geometries and energies compared to the use of only Γ point for 

producing MD trajectory. The present approach based on plane-wave DFT and a reasonably 

dense k-point mesh for Brillouin-zone sampling is suitable for describing the vibrational 

properties of the system.
5–8

 The PBE+U method is employed for calculating the NAC between 

the frontier molecular orbitals. Hybrid HSE06
9
 level calculations are performed to validate the 

bandgaps and DOSs computed using the PBE+U approximation.
10,11

 Only the Γ point is used in 

the NAC calculations. This do not affect the NAC significantly because all the systems that we 

discuss here have direct bandgaps at Γ point.  

At every time step of the MD trajectory, the NAC ( ijd
r

) between the Kohn-Sham orbitals are 

computed numerically by employing the methodology developed by Hammes-Schiffer and 

Tully
12

 (eq. S1).  
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In eq. 1, ( )( )tRri

rr
;φ  represents the KS orbital with index � at time �; r

r
 and ( )tR

r
 are the electronic 

and nuclear coordinates, respectively.  

NAC calculations and quantum-classical, non-adiabatic molecular dynamics (NA-MD) 

simulations are performed by using the PYXAID package.
13,14

 The Boltzmann averaged NAC is 

calculated as,  
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where 
jk

NAC represents the NAC averaged over all time steps of the MD trajectory coupling 

the states j  and k , jkE∆ is energy gap between the states j  and k . BK  and T  are the 

Boltzmann constant and the simulation temperature (300 K), respectively. j  and k  represent the 

indices of occupied and unoccupied orbitals, respectively, which are included in the active space 

used for the NA-MD simulations.  

Similarly, the Boltzmann averaged dephasing times are computed using the formula,  
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where 
jk

Deph  represents the average dephasing time for a transition from state j  to k .  

The variance in NAC between two states j  and k  is calculated using the formula, 
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where N  (= 3000) represents the length of MD trajectory and ( )td jk  represents the nonadiabatic 

coupling between the states j  and k  at time t . Variance in average NAC between all states 

included in the active space are averaged using a Boltzmann factor using a formula similar to 

equations (S2-S3). The Boltzmann averaged variance in NAC is presented in the Table 1 of the 

manuscript.  

For NA-MD calculations, ~3.2 ps trajectories with 1 fs electronic and nuclear integration 

time steps are utilized. From the ground-state MD trajectories, 20 initial configurations of ~3.0 

ps length trajectories are selected for performing NA-MD simulations. Starting from each of the 

initial configurations, 10000 stochastic surface hopping probabilities are realized. In this study, 

we utilize the computationally efficient classical path approximation (CPA).
15

 The evolution of 

nuclear coordinates is computed by the ground state MD calculations. The evolution of electron 

dynamics depends only parametrically on the time dependent ground state nuclear coordinates 

via the evolution of electronic Hamiltonian and NAC. We assume the neglect of back reaction 

(NBR); therefore, the evolution of nuclear trajectories is unaffected by the electronic transitions. 

CPA and NBR are excellent approximations for the condensed matter and solid state systems 

that have rigid geometrical features and contain a large number of electrons.
16–21

 According to 

the surface hopping methods used, the stochastic probability for an electron to hop from state � 

to state � is accepted by the condition described in eq (5), without any velocity rescaling.
22
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  In eq. (5), fE  and iE  represent the final and initial electronic state energies, respectively, � 

denotes the system temperature (set to 300 K), and  BK  is the Boltzmann constant. The time 

evolution of populations for all states are averaged over all initial configurations and stochastic 
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SH trajectories. For the NA-MD calculations, bandgaps from Γ point calculations are corrected 

by means of a scissor operator method.
23–25

 More details on the theory and applications of 

quantum-classical NA-MD simulation and SH methods can be found elsewhere.
15,26

  

The original fewest switches surface hopping (FSSH) method is known to incorrectly 

preserve non-negligible electronic coherence between substantially separated nuclear wave-

packets.
22

 FSSH may lead to overcoherence and predict faster timescales for electronic 

transitions. Here, the overcoherence problem of FSSH is accounted for by the decoherence 

induced surface hopping (DISH) method.
22,27

 The DISH methodology is based on an optical 

response formalism, and is derived from the autocorrelation function of the energy levels of 

electronic basis states involved in an electronic transition.
28

  

Unnormalized autocorrelation function (u-ACF), ( )tCij  for the fluctuation of the energy gap 

( )tEij  between states i and j as a function of time t may be calculated from eq. (6). 

( ) ( ) ( )0ijijij EtEtC δδ= .         (S6) 

In eq. (6), ( ) ( ) ijijij EtEtE −=δ .        (S7) 

( )tEijδ  is defined as the fluctuation in energy gap ijE  from its average value ijE  along the 

trajectory. Normalized ACF (n-ACF) ( )tCij

~
 is obtained from ( )tCij using the expression  
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Fourier transform of the normalized autocorrelation function gives the phonon modes 

associated with a specific electronic transition. The pure dephasing function is calculated from 

the second order cumulant expansion of an optical response function, as defined elsewhere.
27
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S2. Details of optimized perovskite geometries 

Table S1. The lattice parameters (Angstrom) for the optimized supercells for 

the doped and undoped perovskites. Experimentally measured
2
 lattice 

parameters (Angstrom) are given in the parentheses. 

System a b c 

BZS 7.04 (7.04) 14.34 (14.10) 10.06 (9.98) 

BZTS (12.5%) 7.02 14.23 10.04 

BZTS (25%) 6.98 14.13 10.08 

BZHS (12.5%) 7.04 14.32 10.04 

BZHS (25%) 7.04 14.30 10.04 

BZSO 6.29 12.50 10.43 

BZSSe 7.25 14.94 10.01 

 

S3. Bandgaps from different levels of theory and the details of the DFT+U methodology  

Our DFT+U and hybrid-DFT calculations predict direct bandgaps of 1.78 and 1.81 eV, 

respectively for BZS, which are in good agreement with the previously reported bandgaps (~1.8 

eV) (Table 2). PBE underestimates the bandgap significantly, and hence not used for further 

NAC and NA-MD calculations. Although HSE06 accurately reproduces the bandgap for BZS 

and shows improved values over the PBE for all systems, it also significantly overestimates the 

bandgaps for some of the doped systems compared to the previous theoretical or experimental 

reports. Also, it is computationally expensive to use HSE06 for performing MD and NAC 

calculations. Therefore, PBE+U was used to accurately reproduce the gaps for all systems. 
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Unless noted otherwise, all DOS, NAC, and NA-MD data discussed are from PBE+U 

calculations.  

 

                         

 

 

 

 

 

Table S2. The band gaps (in eV) calculated at PBE, PBE+U, and HSE06 levels of theory for 

the doped and undoped perovskites. The U parameters used for Zr, Ti, or Hf are given in the 

parentheses. 

System PBE PBE+U HSE06 

Previous 

reports
2,29,30

 

BZS 1.04 1.78 (U = 6.3) 1.81 1.74, 1.8 

BZTS (12.5%) 0.94 1.56 (U = 6.0, 6.0) 1.89 ~1.40 

BZTS (25%) 1.00  1.33 (U = 6.0, 6.0) 1.96 ~1.20 

BZHS (12.5%) 1.07 1.73 (U = 6.0, 6.0) 1.84  

BZHS (25%) 1.09 1.74 (U = 6.0, 6.0) 1.86  

BZSO 0.95 1.63 (U = 7.0) 1.74  

BZSSe 0.83 1.45 (U = 6.0) 1.46  
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S4. Unique BZTS (25%) geometries 

 

Figure S1. Optimized geometries of different configurations of BZTS with 25% Ti doping and 

their relative energies with respect to the most stable geometry (I).  
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S5.  Comparison of timescales, NAC, and dephasing times with respect to the active spaces 

and number of stochastic realization of surface hopping trajectories used for the NA-MD 

simulations.  

Table S3. Comparison of recombination times, average NAC, and dephasing times with 

respect to the active space. The values outside the parenthesis represent the results obtained 

when CBM, VBM, and other band edge states (within an energy window of 5 kBT) are 

included in the active space. The values inside the parenthesis represent the results obtained 

when only CBM and VBM are included in the active space.  

System Recombination 

time, ns 

NAC, meV Dephasing time, fs 

BZS 6.84 (9.08) 0.74 (0.74)  30.68 (30.83) 

BZTS (12.5%) 0.75 (1.11) 1.30 (1.28) 12.08 (10.90) 

BZTS (25%) 0.23 (0.37) 1.66 (1.51) 12.96 (12.94) 

  

BZS 6.84 (9.08) 0.74 (0.74) 30.68 (30.83) 

BZHS (12.5%) 5.72 (8.69) 0.96 (0.93) 12.54 (13.49) 

BZHS (25%) 5.08 (4.93) 0.79 (0.80) 28.60 (25.02) 

  

BZSO 1.18 (2.01) 1.13 (1.08)  13.97 (14.90) 

BZS 6.84 (9.08) 0.74 (0.74) 30.68 (30.83) 

BZSSe 3.72 (3.01) 0.65 (0.69)  18.38 (18.85) 
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Table S4. Comparison of recombination times, average NAC, and dephasing times with 

respect to the number of stochastic realization of surface hopping trajectories. The values 

outside and inside the parenthesis represent the results obtained when 200000 and 20000, 

respectively stochastic realization of surface hopping trajectories are utilized for the NA-MD 

calculations. In both cases, only VBM and CBM states are included in the active space.  

System Recombination 

time, ns 

NAC, meV Dephasing time, fs 

BZS 9.08 (4.64) 0.74 30.83 (30.70) 

BZTS (12.5%) 1.11 (0.98) 1.28 10.90 (10.90) 

BZTS (25%) 0.37 (0.37) 1.51 12.94 (12.95) 

  

BZS    9.08 (4.64)    0.74 30.83 (30.70) 

BZHS (12.5%) 8.69 (5.90) 0.93 13.49 (13.50) 

BZHS (25%) 4.93 (4.91) 0.80 25.02 (25.02) 

  

BZSO 2.01 (2.46) 1.08 14.90 (14.90) 

BZS 9.08 (4.64) 0.74 30.83 (30.70) 

BZSSe 3.01 (2.63) 0.69 18.85 (18.85) 
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S6.  Recombination dynamics in chalcogenide perovskites calculated by employing an 

active space consisting of VBM, CBM, and other band edge states within an energy window 

defined by > 2.5 kBT + VBM and < 2.5 kBT + CBM). 200000 stochastic realization of SH 

trajectories are considered (20 initial conditions and 10000 stochastic realization of SH 

trajectories for each initial condition. Timescales are presented in Table 1) 

 

       (a)          (b)              (c) 

 

       (d)           (e)      (f) 

 

     (g)          (h)      (i) 

Figure S2. Ground state population recovery due to the relaxation of lowest energy excited state 

and the corresponding exponential fit used to calculate the recombination timescales in (a, d, h) 
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BZS, (b) BZTS (12.5%), (c) BZTS (25%), (e) BZHS (12.5%), (f) BZHS (25%), (g) BZSO, and 

(i) BZSSe. The population data is fitted by the equation ( )







 −

−= τ
t

etf 1  where τ  is the 

recombination time.  

S7. Phonon (IR active modes) spectrum of BZS at Γ point. 

 

Figure S3. Phonon spectrum of BZS calculated at the Γ point.  
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S8. Testing the convergence of energy and computational time with respect to the k-point 

mesh. 

Table S5. Comparison of optimized geometries, relative energies, and computational 

time with respect to the k-point mesh used for the calculations of 1×2×1 supercell of 

BZS. We used a 3×2×2 k-point mesh for the MD simulations as it gives the best 

compromise between the computational time and accuracy.  

K-point mesh Optimized geometry Energy, relative to 

the converged value 

(eV) 

Wall time for 

single point 

energy 

calculation (m) 

1×1×1 

 

3.32 2.4 

2×1×1 

 

1.75 3.4 
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2×2×2 

 

0.23 11.2 

3×2×2 

 

0.08 11.2 

4×3×3 

 

0.01 24.5 

5×4×4 

 

0.00 53.9 

7×4×5 

 

0.00 88.0 

 

 

S9. The following input files are attached as part of the supporting information files.  
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(a) py-scr3.txt - python file for running the NA-MD simulation using PYXAID. 

Files (b-m) are Quantum Espresso input files used for the geometry optimization of perovskites 

structures. Each file contains optimized coordinates and cell-parameters.  

(b) BZS.txt - calculations setup for geometry optimization and final coordinates of BaZrS3. 

(c) BZSO.txt - calculations setup for geometry optimization and final coordinates of 

BaZrS1.5O1.5.  

(d) BZSSe.txt - calculations setup for geometry optimization and final coordinates of 

BaZrS1.5Se1.5.  

(e) BZHS_12p5.txt - calculations setup for geometry optimization and final coordinates of 

BaZr1-xHfxS3 (x = 0.125).  

(f) BZHS_25.txt - calculations setup for geometry optimization and final coordinates of BaZr1-

xHfxS3 (x = 0.25). 

(g) BZTS_12p5.txt - calculations setup for geometry optimization and final coordinates of BaZr1-

xTixS3 (x = 0.125).  

(h) BZTS_25.txt - calculations setup for geometry optimization and final coordinates of most 

stable configuration (I, Figure S1) of BaZr1-xTixS3 (x = 0.25). 

(i) BZTS_25_II.txt - calculations setup for geometry optimization and final coordinates of 

configuration II (Figure S1) of BaZr1-xTixS3 (x = 0.25).  

(j) BZTS_25_III.txt - calculations setup for geometry optimization and final coordinates of 

configuration III (Figure S1) of BaZr1-xTixS3 (x = 0.25). 
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(k) BZTS_25_IV.txt - calculations setup for geometry optimization and final coordinates of 

configuration IV (Figure S1) of BaZr1-xTixS3 (x = 0.25). 

(l) BZTS_25_V.txt - calculations setup for geometry optimization and final coordinates of 

configuration V (Figure S1) of BaZr1-xTixS3 (x = 0.25). 

(m) BZTS_25_VI.txt - calculations setup for geometry optimization and final coordinates of 

configuration VI (Figure S1) of BaZr1-xTixS3 (x = 0.25). 
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